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Questions in Fluid Mechanics 

By Lloyd M. Trefethen1 

We engineers and scientists pool our visions and commu
nicate our queries and answers. But in our written commu
nications we are long on pronouncing answers and short on 
posing questions. The typical paper contains not a single ques
tion. It would be wise for us as a society to sharpen our focus 
on questions. 

The Editorial Board of the Journal of Fluids Engineering 
has decided to proceed with a sequence of columns on un
answered questions. This is the first of that series. 

An "unanswered question" in this context is clearly not the 
rhetorical or textbook question. Questions should point to an 
area of inquiry where people are unable to explain observa
tions, are unable to decide whether something is possible, or 
are unable to agree on an explanation. Also important are 
questions of definition, where understanding is held back by 
inadequacies of vocabulary. These kinds of questions have 
been the subject of the question sessions that have been held 
within the Fluids Engineering and the Heat Transfer Divisions 
of ASME since 1986. 

Below are examples of the questions that are being asked. 
Not all questions go so deeply as these into the roots of our 
traditional ways of thinking: 

How can the atmosphere of Venus at cloud-top 
level be rotating fifty times as fast as the planet? 

Are there compliant surfaces that reduce tur
bulent drag? 

How should turbulence be defined? 

What are the fluid motions at the edge of a 
liquid contact line advancing over a solid sur
face? 

At what smallness of scale, and for what rea
sons, does the Navier Stokes equation cease to 
describe fluid motions? 

Although entirely focused on fluid mechanics, these five 
questions are all quite different. Each represents a separate, 
important area of inquiry. The first is very specific, and the 
last is very broad. They also go from planetary scale to the 
nanometer scale of muscle fibers. Three have been around for 
a long time, two are quite new. What they possess in common 
is that each focuses attention on an area where we need to 
know more. 

Planetary atmospheres? Little was knowable a generation 
ago, but measurements now possible and being made are ex
posing much that we don't understand. There is no current 

'Mechanical Engineering Department, Tufts University, Medford MA 02155. 
Fellow ASME. 

understanding of how the atmosphere of Venus maintains its 
motion while in contact with the comparatively stationary 
planet. This is a specific question with, probably, an eventual 
straightforward answer. 

Compliant surfaces? For forty years, in part a result of 
curiosity about dolphin swimming speeds, this question has 
been the subject of many studies. Surprisingly, the jury is still 
out. This is an engineering question, with no apparent problem 
in definition of terms. 

How to define turbulence? Definition is important in this 
arena, and this question pops up often, in varying ways. Its 
importance is illustrated by the extent to which answers to 
questions about turbulence can depend on what the questioners 
assume turbulence to be. For example, there is probably little 
difficulty with the preceding question about compliant sur
faces; there would be wide agreement on what was meant by 
"turbulent drag.' ' But if one asks, "Is turbulent flow chaotic,'' 
definitions would have to be examined. "How can one distin
guish between waves and turbulence in the atmosphere?" 
Where waves stop and turbulence starts requires agreement on 
definitions, not yet achieved. One even has to be careful using 
the word "vortex," unlike "vorticity" which is rigorously 
defined. The question, "Does energy cascade upwards as well 
as downwards in scale in some turbulent flows?" is contro
versial, the answer apparently depending on definitions. Tur
bulence is complex, and its words need to be strictly defined 
if answers are to be unambiguous. 

The triple-line, or contact-line, problem goes back a century 
or more, and is one of the basic questions in one of the largest 
sets of questions people ask, questions about multi-phase flows. 
Understanding accumulates slowly but, since the motions are 
closely tied to the complexities of both the geometric and 
chemical natures of the surface, an answer (or perhaps one 
should say a description of motions) is still not available. 

Finally, the question of scale is frequently asked as the tech
nological interest in micron- and nanometer-sized flows 
explodes. As with the triple-line question above, physical-
chemistry phenomena become increasingly important as scale 
contracts below the micron level where, for example, electrical 
forces often dominate. Clearly there is a smallness at which 
molecular events take over and the concept of a fluid disap
pears. Some find the Navier-Stokes Equations quantitatively 
useful in liquids at the 10 nanometer scale. There also are 
experiments, being carefully done because of the unusual na
ture of the results, showing unexplained deviations from Navier 
Stokes, even in 10 micron diameter channels. This question is 
one of many in micro fluid dynamics, a field that will generate 
questions for years to come. 

Is it useful to pose questions such as these? In the opinion 
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of the writer, the answer is a resounding "Yes." Questions 
are an economical way to identify the boundaries where un
derstanding ends and new learning begins. They shake up our 
ways of thinking, occasionally so severely as to force us to 
change a cherished paradigm, thus propelling us forward in 
the process of illuminating natural phenomena hitherto opaque. 

Future columns will go further than simply presenting a few 
questions as in this introduction. Each will be concerned with 
a single question, plus commentary (perhaps even agreement) 
by people close to the topic. Please suggest questions for such 
columns. 

You are a valued engineering professional at peak perform
ance; why is your employer offering you this early retirement 
package? 

You are a young graduate, on your first industrial job and 
you are surprised at a culture, so different in its priorities, 
ethics and technologies, from what you were taught in school. 

You are a high school junior interested in sciences, but you 
are concerned whether a career in engineering will provide the 
quality of life you expect? And in thirty years from now, will 
there indeed be enough demand to guarantee a lifelong living? 

Much has been said in the news that these predicaments are 
some of the consequences of a state of gridlock hampering 
competitiveness in the manufacturing industries. This state of 
gridlock can be defined as one in which the expectations of 
some major sectors of a society are in such a conflict, that 
they dramatically impede movement. In such a climate, prior
ities cannot be sorted out, because of the polarization and 
inflexibility of this society's agendas. Such problems are per
haps especially acute in the U.S., but there is evidence that 
similar situations are developing in other industrialized coun
tries. 

It also has been said that a comparable, albeit on a smaller 
scale, state of gridlock can be detected in engineering practices 
including those of fluids engineers. The efficient exchange of 
technology between the basic and the applied is too often 
impeded by rigidly entrenched imperatives, well meant as they 
may be. The result is an ineffective transfer and assimilation 
of knowledge by those who need it, thereby throttling our 
engineering productivity. Technologies may well be generated, 
but they are not being used. 

An outcome of such failings can be found in long lead times 
when bringing new products to the market. This in turn con
tributes to time and cost overruns and to a reluctance by in
dustry to undertake new developments. In a similar fashion, 
persistent problems with the product's performance or with 
quality control tend to throw road-blocks against product so-

2Jules L. Dussourd & Associates, Fluids Engineering Consultants, Princeton, 
NJ 08540. 

Questions are also solicited for the next Forum on Unan
swered Questions in Fluid Mechanics, to be held at the ASME 
Winter Annual Meeting in 1993. Additionally, a more informal 
discussion of questions will occur in an electronic newsletter 
"Questions in Fluid Mechanics," initiated in June of 1992. 
This is available through Internet, on request from 
qbank@pearl.tufts.edu. 

Appreciation is expressed to the following: Behrouz Abe-
dian, George Batchelor, Dennis Bushnell, Carl Gibson, Peter 
Gierasch, Joseph A. C. Humphrey, John Lienhard IV, John 
Lumly, Ronald Panton, Peter Wayner, and Jay Zemel. 

phistication, which now is perceived as incompatible with prod
uct cost and product reliability. 

This sluggishness in technology assimilation has been iden
tified in surveys by NSF, NASA, MAPI and many others as 
the result of problems with technology transfer between the 
sectors responsible for education, research and product de
velopment. The state of gridlock, at least in the U.S., has been 
traced to technical and cultural blocks all along the transfer 
chain from the basic to the applied. 

What are these impediments to greater efficiency? What can 
be done to speed up the transfer and the assimilation of tech
nical know-how? Are there certain inbred practices or sacred 
cows in need of reexamination? 

Societies like the ASME occupy a unique vantage point, 
astraddle to the industry, academia and government sectors 
of technology. It is the most important responsibility of those 
Societies to keep alive and well the vital communication links 
between the sectors. They are in a unique position to facilitate 
the interchange of information, be it technical, educational or 
managerial, to help young people make career choices, to syn-
ergize the needs of the industrial community with the resources 
offered by schools or government agencies. 

It is the purpose of this column and those to follow to 
examine these issues, with the objective of improving the ef
fectiveness of fluids engineers as they contribute to the quality 
of life in the world and to our own competitiveness within it. 
Indeed, the problems of fluids engineers are no different from 
those of the other related disciplines, but for this Journal the 
focus will be on what is of significance to fluids engineers. 

These columns will be prepared by the speakers of a well 
attended panel on the subject of U.S. Competitiveness, held 
at the ASME 1991 WAM in Atlanta under the auspices of the 
Fluids Engineering Division. Their comments will be supple
mented and recapped in condensed form, with the expectation 
that a new awareness can be created on how we can more 
effectively and more successfully discharge our responsibilities 
as fluids engineers in the current global climate. 

The next column will identify certain practices which are 
seen as obstacles, contributing to gridlock in the fluids engi
neering community; and in the following ones, the panelists' 
viewpoints will be stated with ideas on how these obstacles 
may be overcome. 

U.S. Technological Competitiveness: A Fluids Engineers' Viewpoint 

Introduction: Are Fluids Engineers Contributing to the Gridlock 
Syndromes of the Economy? 

By Jules L. Dussourd2 
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T. Sarpkaya 
Mechanical Engineering, 

Naval Postgraduate School, 
Monterey, CA 93943 

Brief Reviews of Some Time-
Dependent Flows 
Separated flows in general and time-dependent flows in particular provide fertile 
territory for fundamental research in fluid dynamics and account for much of the 
subject matter. Thus, it is thought appropriate to review some of these unsteady 
flows with special emphasis on hydrodynamic applications which are, admittedly, 
of special interest to this writer: unsteady separation; characteristics of impulsively 
and nonimpulsively-started flow about cylinders; excursion of separation points on 
circular cylinders in oscillating flow; separation and other flow phenomena governing 
the unsteady maneuvers of large submerged bodies, and, finally, the three-dimen
sional footprints of subsurface vortical structures rising toward the free surface. It 
is hoped that these concise reviews will enhance communication between various 
groups of researchers, draw attention to many exciting phenomena in naval hydro
dynamics, and inspire new research topics. 

Unsteady Separation 
The requirement for separation point specification consti

tutes the weakest link in the analysis of many steady and 
unsteady flows about bluff bodies. Even in steady two-di
mensional flow, separation points can only be predicted ap
proximately and with difficulty for laminar flows and hardly 
at all for turbulent flows. In unsteady flow, the mobile sep
aration points (when they are not fixed by sharp edges), may 
undergo large excursions. This experimental fact renders the 
treatment of boundary layers on bluff bodies subjected to 
periodic wake return extremely difficult, particularly when the 
state of the boundary layer changes during a given cycle. As 
noted by Simpson (1989), in his incisive review of turbulent 
boundary-layer separation, "Imposed and self-induced un
steadiness strongly influence detached flows. Detachment from 
sharply diverging walls leads to large transitory stall in diffusers 
and flapping shear layers around bluff bodies. Large-scale 
motions produced in such cases do not contribute much to 
turbulent shear stresses but change the mean flow and produce 
low-frequency pressure fluctuations. This behavior makes such 
flows difficult to calculate." 

A definition of separation that is meaningful for all kinds 
of unsteady flows has not yet been established. It is now a 
well-known fact that the use of vanishing surface shear stress 
or flow reversal as the criterion for separation is unacceptable. 
In unsteady flow, the surface shear can change sign with flow 
reversal, but without breakaway. Conversely, the boundary 
layer concept may break down before any flow reversal is 
encountered (Sears and Telionis, 1975). If the vanishing of the 
wall shear is not the appropriate criterion for separation, then 
what is? The many criteria that have been proposed require 
the use of laminar boundary-layer equations (some at an in

finite Reynolds number!) and a priori knowledge of certain 
flow features, such as the freestream velocity, which must be 
identified either experimentally or theoretically.1 The outer 
flow is usually unknown and affected in an unknown manner 
by the boundary layer itself. 

It is proposed in calculations of laminar boundary layers, 
using boundary-layer equations, that if at some location the 
calculated flow is found to be on the point of separation then 
the corresponding real boundary layer will actually separate 
at or near that location, even though the boundary-layer ap
proximation may have failed there. The reasoning continues 
that if, at some lcoation in the course of the calculations, the 
results show appreciable instead of small changes in some, but 
not all, boundary-layer characteristics (e.g., the displacement 
thickness as shown in Fig. 1), there must also be appreciable 
changes in the same characteristics at that location in the cor
responding real boundary layer. A failure of the boundary-
layer approximation is not readily distinguishable from a limit 
point reached when the imposed pressure gradient is no longer 
adequate to describe the flow, in view of the well-known fact 
that the boundary-layer development is very dependent on the 
imposed pressure gradient. It seems that the boundary-layer 
assumption contains the very seeds of singularity which lead 
to the abrupt demise of the latter at a finite time. The singularity 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
August 21, 1990. Associate Technical Editor: D. P. Telionis. 

'The so-called MRS criterion (the proposition that the unsteady separation is 
the simultaneous vanishing of the shear and the velocity at a point within the 
boundary layer, and away from the solid surface, in a coordinate convected 
with the separation velocity) requires a prioi knowledge of the speed of separation 
(Moore, 1957; Rott, 1956; Sears, 1956). Telionis and Tsahalis (1974) adopted 
the appearance of the Goldstein singularity in the solutions of the boundary 
layer equations as the most general definition of separation. The relation of the 
occurrence of Goldstein singularity to the streakline separation is not yet clear. 
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structures (spontaneous separation of the viscous layer) seem 
to describe only the initial genesis of the separating shear layer, 
within an asymptotically short time, without interactive effects, 
i.e., within the limitations of the classical boundary-layer for
mulation (Van Dommelen and Cowley, 1990) (see also, Wil
liams, 1977; McCroskey, 1982; Van Dommelen and Shen, 1983; 
Telionis and Mathioulakis, 1984; Geissler, 1985; Poling and 
Telionis, 1986). 

Historically, it was the occurrence and perplexing conse
quences of separation that led Prandtl in 1904 to his boundary-
layer or "transition layer" concept. It is rather ironic that even 
though the boundary-layer theory has revolutionized fluid dy
namics, the phenomenon which gave impetus to its inception 
is associated with its failure. Attempts to interpret the failure 
of an approximate formulation as a precursor to an instability 
or to a new state of bifurcation are not uncommon in fluid 
mechanics. For example, the failure of the quasi-cylindrical 
approximation in swirling flows approaching a critical state is 
proposed to correspond to vortex breakdown (Hall, 1972) (see 
also Sarpkaya, 1971). On the other hand, the solutions to the 
full Navier-Stokes equations do not exhibit a singular behavior 
at separation. It seems that the breakdown of the boundary-
layer assumption should not be viewed as a precursor or a 
predictor to viscous separation. In fact, it may not be too 
meaningful to ask "what is the proper criterion to define the 
onset of separation in terms of the boundary-layer concept?" 
This is because of the generally accepted fact that it is the 
breakdown of the boundary-layer assumption that is respon
sible for the emergence of a numerical singularity within a 
finite time at a point in space, even if the domain of integration 
is free from such singularities at earlier times (see, e.g., Te
lionis, 1979, 1981). Is there a direct relation between the loss 
of convergence of the numerical scheme and the onset of sep
aration in the form of a spontaneous breaking away of un
steady flow from the surface? This can be ascertained only by 
showing the existence of the same spikes (Fig. 1) in the dis
placement thickness in the Navier-Stokes calculations as in the 
boundary-layer calculations. However, the N-S calculations 
do not exhibit such spikes. The existing results suggest that 
the occurrence of a saddle point, initiation of a local shear 
layer2 (Ho, 1986), ejection of vorticity, abrupt thickening of 
the boundary layer, occurrence of large transverse velocity, 
separation of the streakline from the wall are indicative of 
physical mechanisms for unsteady flow separation. It is also 
known that unsteady separation can move either upstream or 
downstream in different flow configurations, the flow reversal 
occurring in the case of upstream moving separation, but not 
in the case of downstream moving separation. 

Taneda (1977, 1980) has concluded on the basis of his ex
tensive flow visualization experiments that (i) the shedding of 
fluid particles from the wall is the most meaningful definition 
of separation for most time-dependent flows, (ii) this definition 
coincides with the Prandtl criterion in the case of steady two-
dimensional flow over a fixed wall, and (iii) flow separation 
can be detected only by observing the integrated streaksheet. 
Although the streamline pattern changes according to the ref
erence frame, the streakline pattern is invariant. One must 
keep in mind the fact that it is not always easy to determine 
accurately the streakline separation point from flow visual
ization. Also, it is not yet clear how to predict the motion of 
the streakline separation from a point undergoing large ex
cursions on a body immersed in a time-dependent flow. Thus, 
not only the genesis but also the tracking, at large times, of 
the unsteady separation remains unresolved, particularly for 
impulsively-started or harmonically oscillating turbulent flow 

According to Ho (1986), the local shear layer appears to be a generic flow 
module of the separated flows. 
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Fig. 1 Development of spikes in the displacement thickness of a Car-
afoli airfoil at times t* = 2 J T U 0 M W - S denotes the arc measured from 
the upstream stagnation point. The airfoil shown in figure is obtained 
by applying the conformal transformation: z = Exp(/0) + Exp(- /0)/2.25 
to a unit circle. The body has a length-to-width ratio of 2.60 (for additional 
details, see Williams and Chen, 1990) 

about bluff bodies. Beyond the time of spontaneous separa
tion, the evolution of the large-scale unsteady recirculating 
structures is not yet calculable, except at low Reynolds numbers 
through the use of space-discretization methods and at un
known but relatively large Reynolds numbers through the use 
of Lagrangian or mixed Lagrangian-Eulerian vortex-element 
methods (Sarpkaya, 1989). Separated unsteady flows at large 
Reynolds numbers are lesser developed but of greater practical 
importance relative to other classical component disciplines of 
fluid mechanics and it appears that they will have to be in
vestigated both experimentally and numerically for a long time 
to come. 

Impulsively/Nonimpulsively Started Flow 
Among the numerous theoretical, numerical, and experi

mental investigations, impulsively-started steady flow about a 
circular cylinder has occupied a prominent place. The primary 
reasons for this are: It exhibits mobile separation points, it 
requires a relatively simple initial external flow, it is of intrinsic 
interest toward the understanding of the evolution of large-
scale unsteady recirculating structures superimposed on a back
ground of turbulence, it has practical importance in various 
aerodynamic applications (e.g., the impulsive flow analogy, 
flow about missiles, dynamic stall), it helps to understand the 
reasons and the consequences of the breakdown of the bound
ary-layer theory, and it provides the most fundamental case 
for the comparison and validation of various numerical meth
ods and codes. 

For a circular cylinder of radius R in a stream of velocity 
£/„, the classical potential flow is given by U{x) = 2t/0sin(;c/ 
R) where x denotes the arc measured from the upstream stag
nation point. The earliest time at which the absolute value of 
dU/dx reaches its maximum is /* = U0t/R = S/R = 0.351 
at 8 = 180 deg (the downstream stagnation point) (see, e.g., 
Schlichting, 1979, p. 418). The point of zero wall shear then 
moves toward the front stagnation point along the cylinder. 
The instantaneous pattern of streamlines shows a relatively 
thin layer of reverse flow embedded in the boundary layer. 
The reverse flow region is not a "closed bubble of fluid" in 
the boundary not exchanging fluid with its surroundings. At 
t* = 1.3 to 1.4 (depending on the method of calculation) and 
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in the vicinity of 6 = 115 deg, the displacement thickness and 
the boundary layer begin to thicken locally and the viscous 
layer separates spontaneously. The point of separation rapidly 
moves to 6 = 104.5 deg, provided that the interaction between 
the outer flow and the separated region is ignored. In reality, 
the flow upstream of the separation point is strongly affected 
by the occurrence and motion of the separation point and by 
the circumstances leading to the formation, growth and motion 
of the wake. In any case, it is clear that the definitions of 
unsteady separation on impulsively started cylinder depend on 
the imperfect nature of the boundary-layer equations, do not 
take into account the mutual interaction of the inner and outer 
flows, and do not enable one to make predictions on the ev
olution of the large-scale structures beyond the time of spon
taneous separation. Furthermore, the critical times and 
spontaneous behaviors noted above may depend not only on 
the shape of the body but also on the nonimpulsive nature of 
the flow since there can be no unique path to the time and 
space at which the boundary-layer equations will manifest a 
singularity. 

Among the various numerical solutions of the evolution of 
large-scale structures in the wake of a circular cylinder, the 
works of Lecointe and Piquet (1984), Ta Phuoc Loc (1980), 
Ta Phuoc Loc and Bouard (1985), Chamberlain (1987), Rum-
sey (1988), Wang (1989), and Chang and Chern (1991a) are 
the more recent and relatively more accurate examples. 

Thoman and Szewczyk (1969), among the first to calculate 
numerically the flow about a cylinder, found for Re = 4 X 
104 that the drag coefficient Cd is very high at the impulsive 
start of flow, decays rapidly to a minimum that decreases with 
increasing Reynolds number, and then rises to a peak value 
of about 1.5 at S/R ~ 4 where S is the displacement of the 
ambient flow. The drag then decreases to its quasi-steady value 
at about S/R = 9 and remains nearly constant thereafter. This 
is rather remarkable in view of the fact that the steady-state 
value of the drag coefficient is reached even before a single 
vortex is shed! In Thoman and Szewczyk's (1969) calculations, 
the separation points reached their quasi-steady positions at 
about S/R = 4 for Re = 4 x 104. Likewise, the vorticity 
distribution about the cylinder showed only minor changes 
(near the base of the cylinder) for S/R larger than about 5. 

Lecointe and Piquet (1984) used several compact schemes 
with the Navier-Stokes vorticity/stream function formulation 
to solve laminar flows around circular cylinders up to a Reyn
olds number of 9500. They studied both start-up and unsteady 
periodic phenomena. The predicted wake-region shape as a 
function of time showed good agreement with experimental 
flow visualizations. Ta Phuoc Loc (1980) solved the complete 
unsteady Navier-Stokes equations in vorticity/stream-function 
form, using a combination of second and fourth-order compact 
finite difference schemes. He obtained short-time symmetric-
wake solutions at Reynolds numbers of 300, 550, and 1,000 
and achieved good agreement with flow visualization results 
for both vortex size and center position. His calculations also 
showed clearly the small secondary vortices just behind the 
separation points. Ta Phuoc Loc and Bouard (1985) performed 
calculations at Re = 3,000 and 9,500 using a fourth-order 
finite-difference technique for the Poisson equation for the 
stream function and a second-order technique for the vorticity-
transport equation. They found good agreement between the 
numerical predictions and flow visualization. The calculations 
were confined, out of necessity, to relatively short times during 
which the wake became neither asymmetrical nor turbulent. 

Chamberlain (1987) used a second-order fast Poisson solver 
based on FFT methods and found an accurate solution which 
agreed well with experiment and the previous computations. 
Rumsey (1988) used an upwind-biased implicit approximate 
factorization algorithm to calculate the impulsively started un
steady flow over a circular cylinder at a Reynolds number of 
1200 and a Mach number of 0.3. Rumsey's results were in very 

good agreement with the previous calculations and showed, 
predictably enough, only a slight compressibility effect. Wang 
(1989) used the vorticity-stream function formulation and a 
third-order in time, second-order in space, three-level predic
tor-corrector finite-difference scheme to calculate a number 
of time-dependent flows about a circular cylinder. His im
pulsive flow calculations for Reynolds numbers up to 1000 
agreed quite well with those obtained by others, both numer
ically and experimentally. Chang and Chern (1991a) devised 
a hybrid vortex algorithm and applied it to flow around an 
impulsively started circular cylinder. The numerical results 
(given only for S/R < 6) compared well with previous analytic, 
finite-difference and experimental results within the range of 
S/R values. 

All numerical calculations using finite difference, finite ele
ment, or vortex-element methods (see e.g., Chang and Chern, 
1991a, 1991b; Sarpkaya, 1989; Sarpkaya and Shoaff, 1979; 
Cheer, 1989; van der Vegt, 1988; Sarpkaya, 1975) have as
sumed an impulsively-started flow. This gives rise to the fol
lowing questions: Is such a flow physically realizable? If not, 
for what values of the governing parameters a nonimpulsively-
started flow may be regarded as an almost impulsively-started 
flow? 

Several experimental investigations of impulsively-started 
flow around circular and rectangular cylinders have been car
ried out (Sarpkaya, 1966, 1978; Bouard and Coutanceau, 1980; 
Sarpkaya and Kline, 1982; Nagata et al., 1985; Sarpkaya and 
Ihrig, 1986). Bouard and Coutanceau (1980) investigated the 
shape and growth rate of the wake region behind the cylinder 
for Reynolds numbers between 40 and 10,000. Sarpkaya (1966, 
1978) examined the evolution of the wake region and the de
velopment of the lift and drag forces with time for cylinders 
between Reynolds numbers of 15,000 and 120,000. Nagata et 
al. (1985) studied the start-up flow at Reynolds numbers be
tween 250 and 1200, with the majority of the experiments 
performed at Re = 1200. They gave detailed results for the 
time-evolution of the vortical region, boundary-layer param
eters, and profile shapes at this Reynolds number. Sarpkaya 
and Kline (1982) examined the impulsively started flow about 
four types of bluff bodies. Sarpkaya and Ihrig (1986) per
formed experiments and vortex-element analysis of impulsively 
started flow about rectangular prisms and pointed out em
phatically that one cannot generate a truly impulsive flow 
experimentally. In fact, experimental efforts to generate im
pulsive or uniformly accelerated flow at high Reynolds num
bers may be hampered by the generation of compression and 
rarefaction waves and regions of intense cavitation (in liquids). 
Because of this reason at least one acceleration parameter such 
as Ap = D(dU/dt)/V2 must be added to the list of the pa
rameters governing the phenomenon for the simplest case of 
flow accelerating from rest (with dU/dt = constant) and then 
reaching a constant velocity of V at the end of a prescribed 
acceleration period. In this case, the acceleration ramp levels 
off at t„ = V/(dU/dt) or when (S/R)v = \/Ap. Thus, for 
Ap = 1, the acceleration period ends when the cylinder or the 
ambient flow has displaced one radius. 

Figures 2(a) and 2(b) show representative drag and lift coef
ficients obtained by Sarpkaya (1978) for^Lj = 1 (corresponding 
to a nearly impulsively started flow) at Re = 20,600 - 22,100. 
A drag overshoot occurs at S/R = 4 in Fig. 2(a) where S is 
the actual displacement of the ambient flow. Depending on 
the unknown initial disturbances, the lift force exhibits wide 
variations from experiment to experiment as exemplified by 
Fig. 2(b). The period of vortex shedding decreases with in
creasing S/R. The Strouhal number increases from an initial 
value of about 0.17 to 0.205 within the range of S/R values 
shown in Fig. 2(b). The important facts to be noted in any run 
are that (i) at the time of drag overshoot, CL is negligibly small 
(indicating that the vortex pair is still nearly symmetrical), (ii) 
the first reversal in the lift force occurs near S/R = 12 - 14, 
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Lift coefficient versus relative displacement {S/R) for Ap = 1 
20,600 - 22,100. Note the increase in vortex shedding fre-

and (iii) in most cases, the period of lift oscillations decreases 
with increasing S/R. 

The occurrence of a local maximum drag coefficient requires 
further discussion. During the initial and symmetric devel
opment of vortices (for S/R smaller than about 4), the vorticity 
rapidly accumulates in the wake. The symmetric vortices grow 
to sizes considerably larger than those which would be found 
in the later stages of the motion where the vortices shed al-
ternatingly. However, the accumulation of vorticity and the 
reduction of the back pressure are not sufficient to explain the 
drag overshoot. The size of the wake region at S/R ~ 4 is 
about one half of that at S/R ~ 7 (see, e.g., Rumsey, 1988). 
Thus, simple vorticity accumulation is not sufficient for the 
Cd overshoot (note that for S/R largerthan about 5, the vortex 
center does not change appreciably). The growth of the sym
metric or nearly symmetric vortices (depending on the existing 
natural disturbances) is accompanied by other events. The so-
called "a-phenomenon" (Bouard and Coutanceau, 1980) dis
appears between S/R « 4.8 and 6.2, according to Rumsey's 
(1988) calculations at Re = 1200 (the range of S/R values, 
over which the said phenomenon disappears, depends on Re). 
The fact of the matter is that the pressure distribution in the 
vicinity of the secondary vortices changes accordingly. Finally, 
during the early stages of the motion the vorticity flux is ex
pected to be considerably larger than the cross-wake transfer 
of oppositely-signed vorticity (in fact, this is one of the reasons 
for the rapid accumulation of vorticity). However, as the wake 
size grows and the vortices begin to exhibit asymmetry, as well 
as three-dimensionality, the cross-wake vorticity transfer is 
expected to increase significantly. It is surmised that it is the 
combination of the foregoing events that lead to the rapid rise 
and fall of the drag coefficient at or near S/R ~ 4.5. 

Figure 3(a) shows for Ap = 0.10 and 0.11, [corresponding 
to (S/R)v = 10 and 9.1, the end of the acceleration period], 
and for Re = 46,000 that Cd rises sharply to an initial value 
of Cdln = irAp immediately after the start of motion and re
mains nearly constant for a distance of at least A(S/R) = 2. 
For this flow, separation begins at the rear stagnation point 
after the flow has covered a distance of S/R = 0.52. The data 

Fig. 3(a) Drag coefficient versus relative displacement for Ap = 0.10 
(open circles) and for A„ = 0.11 (full circles). Note the significant dif
ference between Figs. 2(a) and 3(a) showing the effect of initial accel
eration. 

Fig. 3(6) Lift coefficient versus S/R for Ap = 0.11. Note that the shed
ding of the first vortex leads to a rather large lift force. 

shown in Fig. 3(a), and others (Sarpkaya, 1991), show that 
the effect of the symmetrically-growing small wake during a 
distance of about A (S/R) ~ 1.5 on the total drag is negligible 
relative to that of the inertial force. As the flow continues to 
accelerate, Cd begins to rise almost linearly with S/R until the 
acceleration is removed or the boundary layer undergoes a 
transition. In Fig. 3(a), the acceleration is removed rapidly at 
S/R = 9.1 and 10, respectively, for the two cases shown. 
Clearly, Cd assumes its quasi-steady value almost immediately. 
The inflection in the rise of Cd, between S/R ~ 5 and S/R ~ 
8, is due to the asymmetrical growth and shedding of the first 
vortex (see Fig. 3(6)). The secondary oscillations in Cd beyond 
S/R « 8 are associated, as before, with the shedding of the 
additional vortices. 

The behavior of the lift coefficient is also different from the 
previous case in several ways. The first vortex sheds at a smaller 
S/R value (at 7). The second vortex is often very large and 
sheds after a relative distance of A(S/R) = 4 which corresponds 
to a Strouhal number of 0.25. However, the Strouhal number 
based on the first two minima is about 0.20. The data shown 
in Figs. 3(a) and 3(6) are typical of the data obtained with Ap 

values smaller than about 0.16. 
In summary, (a) The relative distance S/R at which the local 

maximum drag coefficient occurs does not depend on the ac
celeration parameter Ap for Ap larger than about 0.27 (cor
responding to an almost impulsively-started flow beyond the 
period of acceleration) and agrees reasonably well with the 
previous numerical predictions (Ta Phuoc Loc, 1980; Sarpkaya 
and Shoaff, 1979; Thoman and Szewczyk, 1969), based on 
impulsive start, (b) For accelerations which end near S/R « 
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5 (e.g., for yip = 0.2), a smaller drag maximum occurs, (c) 
for Ap smaller than about 0.10 or 0.15, the drag coefficient 
remains nearly constant for S/R smaller than about 2 and the 
drag force is almost entirely due to the inertial effects [added 
mass plus the pressure gradient to accelerate the ambient flow, 
i.e., C, = F/(irpR2dU/dt) = 2]. For S/R > 2, Cd rises almost 
linearly while exhibiting a small inflection due to the shedding 
of the very first vortex. The rise in Cd is halted either by the 
termination of the acceleration or by transition in the boundary 
layers (not discussed herein further). There is no drag overshoot 
and Cd reaches its quasi-steady value with usual lift-induced 
oscillations, (d) The inception and evolution of the lift force 
are sensitive to unknown and unknowable initial conditions. 
The lift force begins to develop for S/R larger than about 2, 
depending on Ap, initial disturbances and, probably, Re. (e) 
Impulsively started steady flow is a very special case of un
steady flows starting from rest and reaching a steady state over 
a time period. The existing numerical methods and codes should 
be applied to this type of unsteady flows. Such studies will 
help to resolve the consequences of a specific unsteady input 
of given type and duration (e.g., acceleration or deceleration 
or their combinations) on the subsequent stages of the motion 
of a viscous fluid. Furthermore, the simulations will provide 
an excellent opportunity to discover additional examples of 
the spontaneous breakdown of the boundary layer equations, 
many interesting and new vortex patterns, in addition to the 
well-known a and (3 phenomena (Bouard and Coutanceau, 
1980), whose role on the understanding of time-dependent 
separation and resistance are worthy of study in their own 
right. It is also extremely desirable that the numerical calcu
lations be carried out to S/R values considerably greater than 

6 or so without imposing symmetry. 

Separation on Cylinders in Oscillating Flow 
Rapid acceleration or deceleration of flow from one steady 

state to another, in times considerably smaller than the dif
fusion time, results in a linear superposition of the initial fluid 
motion with the imposed irrotational motion. Subsequently, 
the two motions and their velocity fields interact nonlinearly 
and give rise to another state. In the case of flows subjected 
to varying accelerations and decelerations, with no steady-state 
to speak of, the motion of the separation points is indeed very 
complex. However, one can glean some useful information 
from two idealized states. If the flow is accelerated from a 
steady state, the existing boundary layer is washed downstream 
and a new boundary layer is created under the influence of 
the imposed flow. If the flow is decelerated, the existing bound
ary layer is washed upstream and the new boundary layer 
interacts with the existing wake returning to the body. In either 
case, one expects that some sort of a shear layer will develop 
between the existing boundary layer and the imposed flow. 

The separated unsteady flow situations involving wake re
turn, as in the case of a sinusoidally-oscillating flow about a 
cylinder, are an order of magnitude more complex and there 
are, at present, only a handful of applications of the finite-
difference and vortex-element methods to their analysis (see, 
e.g., Baba and Miyata, 1987; Pattani and Olson, 1988; Mos-
tafa, 1987; Murashige, et al., 1989; Wang, 1989; Justesen, 
1991; Sarpkaya and Putzig, 1992a). 

In steady flow, the position of the separation points is nearly 
stationary, except for small excursions about ±3 degrees (on 
a circular cylinder). Furthermore, the interference between the 
vortices and the body is confined mostly to the aft-body region. 
There is no obvious relation between the measured lift and 
drag coefficients and the excursion of the separation points. 
For example, while the separation angle remains nearly con
stant at about 80 degrees in the range of Reynolds numbers 
from about 2000 to 20,000, the drag coefficient increases from 
about 0.8 to 1.2 and the mean peak value of the lift coefficient 

varies anywhere from 0.0 to 0.6 (see, e.g., Sarpkaya and Isaac
son, 1981). 

For oscillating flows, the net effect of the shed vortices is 
twofold. First, their return to the body dramatically affects 
the boundary layer, outer flow, pressure distribution, and the 
generation and survival rate of the new vorticity. Second, they 
not only give rise to secondary separation points (during the 
early stages of the flow reversal) but also strongly affect the 
motion of the primary separation points. These effects are 
further compounded by the diffusion and decay of vortices 
and by the three-dimensional nature of the vortices (which give 
rise to cycle-to-cycle variations, numerous flow modes, etc.). 
However, it is clear from the previous discussion that the 
interaction of the imposed unsteadiness with the existing flow 
at a given instant depends on whether the velocity and accel
eration are in the same or opposing direction (i.e., whether 
the acceleration is in the direction of the instantaneous ve
locity). The stronger and better correlated the returning vor
tices, the sharper and more pronounced the changes are in the 
pressure distribution on the body and in the integrated quan
tities such as lift, drag, and inertia coefficients. 

In periodic flow, the mobile separation points (when they 
are not fixed by sharp edges), undergo large excursions (as 
much as 120 degrees during a given cycle of oscillation over 
a circular cylinder). This experimental fact renders the treat
ment of boundary layers on bluff bodies subjected to periodic 
wake return extremely difficult, particularly when the state of 
the boundary layer changes during a given cycle. As noted 
above, there are only a limited number of numerical predictions 
and the only recourse, at least at present, seems to be carefully 
conducted and fully documented laboratory experiments. In 
this effort, the flow visualization can serve as an excellent tool, 
not merely as an aid to understanding the physics of the flow 
but also as a means to acquire data. 

Sarpkaya and Butterworth (1992b) performed a series of 
experiments in both a U-shaped oscillating-flow tunnel (Sarp
kaya, 1976, 1977), with fixed smooth and rough circular cyl
inders, and in a small water basin with oscillating smooth 
cylinders of various sizes to cover a wide range of Reynolds 
numbers (Re = UmD/v), Keulegan-Carpenter numbers {K = 
UmT/D), and relative roughnesses (k/D). Here only the rep
resentative data obtained with a smooth cylinder at K = 11.5 
are presented. Flow visualization was achieved either through 
the use of neutrally-buoyant beads or through the use of the 
electrolytic precipitation method. Illumination in a thin hor
izontal plane was accomplished by means of a quartz lamp 
housed inside the test cylinder. A motor-driven camera was 
attached to the cylinder and oscillated with it. 

Figures 4-6 show typical photographs obtained with neu
trally buoyant beads. The difficulty of determining the in
stantaneous position of the unsteady separation with great 
precision is obvious, even if it is taken to be the point at which 
the fluid particles shed from the wall (Taneda, 1977, 1980). 
The separation point excursions on cylinders mounted in the 
U-tunnel were determined with greater precision through the 
use of a "flow-direction-reversal probe" (also known as "dif
ferential-pressure probe" or "boundary-layer fence") which 
transversely projects only some thousandths of an inch into 
the boundary layer (Konstantinov and Dragnysh, 1955; Ach-
enbach, 1971). 

Even though every possible combination of the Keulegan-
Carpenter number K, Reynolds number Re, and the relative 
roughness k/D represents an interesting state of oscillating flow 
about a circular cylinder, the approximate range of 8 < K < 
13 gives rise to a most interesting and precarious phenomenon 
known as the transverse vortex street. The case of K = 11.5 
is chosen here to illustrate this intriguing phenomenon and the 
number of separation points which can occur simultaneously. 

Figure 7 shows the excursion of the separation points over 
two cycles of flow oscillation (for easier comprehension) and 
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Fig. 7 Separation angle versus time for K = 11.5 and Re
(symbols x and + denote secondary separations)

Fig.4 Sinusoidally·oscillating flow about a circular cylinder, K = 11.5
and tfT ~ 0 (see also Figs. 7 and 8(a»

Fig. 5 Sinusoidally oscillating flow about a circular cylinder, K = 11.5
and tfT ~ 0.25 (see also Figs. 7 and 8(e))

Fig.6 Sinusoidally oscillating flow about a circular cylinder, K = 11.5
and tfT ~ 0.65 (see also Figs. 7 and 8(1))

Figs. 8(a) through 8(h) show the evolution of the wake over
a cycle for K = 11.5. In the interval 0 < tiT < 0.25, the
velocity of the ambient flow (directed to the left) decelerates
from a maximum to zero as shown in Figs. 8(a)-8(c). This
motion, plus the presence of vortex C, gives rise to the vortices
D and E. The primary separation points are at about Os =
- 40 and 110 degrees (measured from x = - R, y = 0). As
the ambient flow comes to a full stop, vortex D is gradually
annihilated partly due to the countersign vorticity it generates
on the cylinder (also with some rebounding effect) and partly
due to the overlapping of oppositely signed vorticity of vortices
D and E. The vortexEgrows and occupies a temporary position
near 0 = 60 deg at tiT = 0.25 and the separation points move
to about - 110 and 130 degrees. As seen in Fig. 7, the primary

Fig. 8(a-h) Sketches of the evolution of the transverse vortex street
for K = 11.5 and Re = 37,000

separation points are not the only separation points on the
cylinder. There are at least two more clearly identifiable sep
aration points (secondary separations) on the cylinder in the
wake region, situated between the primary separation points.
In fact, there may be as many as four separation points on
the cylinder at particular times in the cycle (e.g., at tiT =
0.15, or 1.15).

In the interval 0.25 < tiT < 0.50, the flow accelerates to
its maximum velocity (Fig. 8(e». This causes the vortex E to
move rapidly around and away from the cylinder. Further
more, a new pair of counter-rotating vortices are generated (B
and C in Fig. 8(j) where the separations are at approximately
60 and - 140 degrees) partly in response to the acceleration
o.f the cylinder and partly in response to the presence of vortex
E. In the interval 0.50 < tiT < 0.75, the cylinder decelerates
to U = 0 (Figs. 8(e)-8(g» and the vortex B gets annihilated
for the very reasons leading to the annihilation of vortex D
(Fig. 8(a)-8(b». Subsequently, the cylinder reverses its direc
tion and the vortex C in Fig. 8(g) plays the same role as the
vortex E in Fig. 8(d). Then the cycle repeats itself, giving rise
to a half transverse vortex street, in the +y direction only,
comprised of vortices like C and E. In the experiments it is
possible to see as many as six such vortices at anyone time.
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The scatter in the data is not surprising in view of the methods 
available for the determination of the separation points and 
in view of the time-dependent nature of the phenomenon. In 
any case, it is clear that the numerical prediction of the ex
cursion of multiple separation points in time-dependent flow 
and the development of methods to predict the instantaneous 
pressure distribution and the force acting on the body present 
extremely complex challenging problems. 

As noted earlier, there exists only a handful of applications 
of the finite-difference and vortex-element methods to the anal
ysis of sinusoidally oscillating flow about a smooth circular 
cylinder. A finite-difference analysis for a sinusoidally oscil
lating ambient flow about a circular cylinder at Keulegan-
Carpenter numbers K = 5 (Re = 1000) and K = 7 (Re = 
700) has been attempted by Baba and Miyata (1987), assuming 
a physically unrealistic symmetric wake in both simulations. 
Their results have shown that the calculations can be carried 
out only for short times (less than two cycles of flow oscillation) 
with a non-super computer. Murashige et al. (1989) have used 
a similar method to analyze three cases (K = 5, 7, and 10) at 
higher Reynolds numbers around 104. The flow was perturbed 
by artificial means to trigger asymmetry. At K = 10, a trans
verse vortex street appeared, in agreement with experimental 
observations. Wang (1989) used, as previously noted, the vor-
ticity-stream function formulation to calculate a number of 
time-dependent flows about a circular cylinder. His predictions 
for an oscillating flow at relatively small K values were quite 
satisfactory. However, at K = 10, he was unable to obtain 
the transverse vortex street. Justesen (1991) used the stream-
function/vorticity-formulation of the Navier-Stokes equations 
to analyze the flow around a circular cylinder in planar os
cillating flow with K smaller than 26. Justesen introduced a 
straining parameter " a " in order to better resolve the large 
gradients near the cylinder surface. This is in addition to the 
logarithmic straining, commonly used as part of the transfor
mations, for a better resolution of the gradients near the body. 
Evidently, Justesen's transformation for a = 0 defaults to the 
logarithmic straining. However, " « " becomes another dis
posable parameter, dependent on at least K and Re. Justesen 
had to choose judiciously the value of the straining parameter 
for each K in order to achieve drag and inertia coefficients in 
satisfactory agreement with those obtained experimentally. 

Sarpkaya and Putzig (1992a) used the vorticity-stream func
tion formulation of Wang (1989) to carry out numerical ex
periments on sinusoidally-oscillating flow (with zero mean) and 
on sinusoidally-pulsating flow (with non-zero mean, i.e., the 
in-line oscillations of a cylinder in uniform flow). The results 
(both numerical and experimental) have revealed, for the first 
time, the existence of a very interesting wake comprised of 
three rows of heterostrophic vortices (see Fig. 9) at certain 
Keulegan-Carpenter numbers and Reynolds numbers (K ~ 4, 
Re = 800) and relative current velocities, (Vr = Vc/Um » 0.6 
- 0.7). For Vr larger than about one, the vortex wake returned 
to the asymmetric mode, as in a regular vortex street. The 
calculations of resistance in co-existing flows have shown that 
the inertia as well as the drag coefficients for K = 4 - 6 are 
in reasonable agreement with those obtained experimentally 
at corresponding V, values. 

Numerical experiments with non-sinusoidal but periodic os
cillations have shown (for details, see Sarpkaya and Putzig, 
1992a) that the three-row vortex wake does not occur and the 
wake is comprised of a series of relatively active and inactive 
vortical regions. The inactive regions result from the periods 
of rapid acceleration and the active regions from the time 
intervals during which the velocity is nearly steady. More sig
nificantly, however, the repetitive but non-sinusoidal nature 
of the flow causes dramatic changes in the in-line as well as 
the transverse force. Parts of the cycle become "inertia dom
inated" and parts of the cycle become "drag dominated." 
Had the flow been non-repetitive and non-sinusoidal (e.g., 
Gaussian), the drag and inertia dominated regions even at high 
if values would have randomly occurred throughout the history 
of the motion. It is because of this reason that it has not been 
easy to compare the ocean data with those obtained with planar 
sinusoidal oscillations under idealized conditions. The wake 
surrounding the body and the force-transfer coefficients ex
hibit surprising sensitivity in certain ranges of the governing 
parameters (K, Re, k/D, and Vr). For example, the drag coef
ficient at low K is very sensitive to the phase angle. The inertia 
coefficient is very sensitive to a number of parameters, in 
particular, the coherence of the flow along the cylinder, in the 
intermediate K range (where the transverse vortex street takes 
place). Such sensitivities are not uncommon in fluid mechanics. 
For example, free shear flows and low-Reynolds-number flows 
about cylinders are very sensitive to the spectral content of 
low level excitation. Small, periodic, free-stream-velocity per
turbations can drastically alter the growth and mixing rate of 
a turbulent shear layer or wake embedded in a freestream. 
However, the spectral content of the ocean environment is 
expected to cover all possible mechanisms of excitation. Thus, 
small scale laboratory experiments, particularly at very low 
Reynolds numbers, may have very little or nothing to do with 
the sea truth, even though they may be of scientific interest in 
their own right. 

Unsteady Motion of Large Submerged Bodies 
Unsteady hydrodynamic phenomena are of far-reaching 

consequence in naval operations. They limit the speed, range, 
stability, and quiet operation of naval vessels, ordnance, and 
other underwater objects; the ability to detect or conceal acous
tic signals while underway; and diverse ocean engineering op
erations on and under the sea. At the same time, they allow 
the possibility for detection and surveillance of others. It is 
the purpose of research in naval hydrodynamics to weaken 
continually the restrictions such phenomena impose on op
erations and at the same time to exploit the opportunities they 
offer. It has long been recognized that this requires a continual 
and sophisticated research effort at all levels, from basic to 
applied, because the motion of a submarine in the ocean en
vironment involves some of the most complex fluid-structure 
interaction problems. For example, the steady and unsteady 
characteristics of ship and submarine wakes in the region of 
the stern, and especially with regard to the effect of the wake 
and rolled-up body vortices on propulsor unsteadiness, and 
the consequences for noise and hull vibrations are important 

\® " % i ' ^ ^ 
Fig. 9 Oscillatory plus mean flow about a circular cylinder and the 
evolution of three rows of heterostrophic vortices (K = 4, Re = 800, VJ 
Um = 0.65) 
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Fig. 10 Typical vortex structure about a submerged body (from Lugt, 
1981) 

Fig. 11 Streamwise vortices generated by three-dimensional separa
tion (from Chang and Purtell, 1986) 

problems of great concern. At present, too little is known in 
depth about the flow at the stern of ships and submarines (see, 
e.g., Fig. 10 and Lugt, 1981) and the footprints of their ensuing 
wakes in homogeneous and stratified media. 

When an axisymmetric body moves at a sufficiently large 
angle of attack, the boundary layer vorticity may lift off the 
surface and sheets of vorticity are convected downstream while 
rolling up into streamwise vortices on the leeward side of the 
body (Fig. 11). This is quite similar to the vortex-sheet roll up 
over sharp-edged wings (e.g., a Delta-wing) with the added 
complexities that the separation lines for an axisymmetric body 
are not fixed or known a priori and that the afterbody (part 
of the body downstream of the separation lines), protruding 
into the wake as it does, plays a significantly different roll in 
the coiling of the vortices relative to that over a delta wing. 
This separation and roll-up phenomenon, known as the cross-
plane separation, occurs on almost all maneuvering bodies at 
sufficiently large angles of attack. The roll-up of the vortices 
and their subsequent evolution are extremely important for 
the proper design of a submerged body (Sarpkaya and Kline, 
1982) and more important for the determination of the inter
action of the vortices with the stern and the propulsion system. 
It is this interaction that determines the maneuverability and 
control of a submerged body and the vibration and noise trans
mitted to the body by the propulsion system. When such a 
body is subjected to a turn of small radius, the local angle of 
attack varies significantly along the length of the body and 
will, in general, even reverse slightly near the bow. 

The need for the solution and the complexity of hydrody-
namic problems encountered in the design of submerged bodies 
have been recognized for over 50 years. However, their extreme 
complexity has prevented the development of reliable analytical 
tools. A satisfactory numerical model would enable one to 
calculate the complete topological structure of three-dimen
sional separated flows, i.e., the development of the turbulent 
boundary layer, separation lines, the evolution of the roll-up 
of vortex sheets and their subsequent trajectory. The problems 
noted above are sufficiently difficult even for a simple axi
symmetric body moving at a constant angle of attack. Con
siderable work has been done on unsteady laminar boundary 
layer on impulsively-started prolate spheroids and in particular 
on the boundary layer along the symmetry plane (Wang, 1972). 

There are a number of two and three-dimensional potential 
flow models (some of these are even called rational methods!). 
These methods suffer from the necessity to specify the sepa
ration lines (see, e.g., Thrasher, 1982; Chang and Purtell, 1986; 
Xu and Wang, 1988). Numerous approximations have been 
introduced to calculate the shed vorticity and none could be 
considered satisfactory or contributing to the understanding 
of the physics of the phenomenon. In relatively more sophis
ticated potential flow models, the external surface (a source 
distribution), the camber surfaces of lifting components (e.g., 

Fig. 12 Hull-sail configuration and vortex wakes (from Conway and 
Mackay, 1990) 

a bilinear doublet distribution) and the wake surfaces (spanwise 
linear doublet distribution) are replaced by a large number of 
panels. The cross-flow separation lines on the body are either 
specified arbitrarily (on the basis of past experience with bluff 
bodies) or approximately determined from flow visualization 
experiments, at a much smaller Reynolds number (see e.g., 
Fig. 12, reproduced from Conway and Mackay, 1990). 

There are a number of Navier-Stokes computations of steady 
separated vortical flows past prolate spheroids at incidence 
(Newsome and Kandil, 1987; Shirayama and Kuwahara, 1987; 
Panaras and Steger, 1988; Wong et al., 1989). These use the 
unsteady incompressible thin-layer Navier-Stokes equations 
and the unsteady compressible thin-layer Navier-Stokes equa
tions. In general, the two sets of the Navier-Stokes equations 
are solved using a pseudo-time stepping scheme on a curvilinear 
grid. The Baldwin and Lomax algebraic eddy viscosity model 
is used to model the turbulent flow. Even for steady ambient 
flow, the predictions are not quite satisfactory as far as the 
skin friction coefficient and the details of the primary and 
secondary vortices are concerned. Furthermore, one needs bet
ter transition and turbulence models than the over-simplified 
approach of switching on a turbulence model at a prescribed 
position (Wong et al., 1989). A schematic representation of 
the pattern of vorticity lines near a spheroid at incidence is 
shown in Figs. 13(a-c) and particle paths and surface stream
lines on a longer spheroid at 30-degree incidence are shown in 
Fig. 13(d) (reproduced from Shirayama and Kuwahara, 1987). 

The problems to be dealt with become even more difficult, 
both numerically and experimentally, when the body is sub
jected to a turn. Experiments on turning models are conducted 
through the use of a rotating arm. The motion of the body 
makes the measurement of detailed velocity and pressure dis
tribution somewhat difficult. Clearly, a stationary model in a 
water or wind tunnel would be preferable, but the curving 
shear flow required for a turn would be nearly impossible to 
achieve (even though it has been tried). One approximate ap
proach is the transformation of the straight body in a curving 
flow to an appropriate curved body in a straight flow (see Fig. 
14). In two dimensions, this merely involves a logarithmic 
conformal transformation. In three-dimensional flow this ap
proach has been further approximated so that the said trans
formation is applied to each plane of the body parallel to the 
plane of motion (Chang and Purtell, 1986). 

As far as the numerical work is concerned, the existing 
methods require information on the location of separation lines 
either from boundary layer calculations or from approximate 
separation criteria [e.g., Stratford's (1959) turbulent separa
tion criteria for 2-D flows], or experiments. 

Chang and Purtell (1986) developed a numerical method for 
computing flow separation from a long three-dimensional body, 
based on the potential flow approach. By considering the sim
ilarities of the local separating cross-flow to a two-dimensional 
separation, they have derived a Kutta-like condition and in
corporated it into the method of calculation of the separated 
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Fig. 13(a-c) Schematic representation of vorticity lines near a spheroid 
for various angles of incidence (from Shirayama and Kuwahara, 1987) 

Fig. 13(d) Particle paths and surface streamlines for Re = 10,000 on 
a spheroid at 30 deg. incidence (from Shirayama and Kuwahara, 1987) 

vortex sheet. A boundary layer model was used to predict the 
locations of the surface shear convergence lines. Computations 
were compared with experiments for an ogive-cylinder and 
prolate spheroid at angle of attack. As far as the turning body 
is concerned, they have developed a method to transform the 
body and the flow field into a curved body in a straight flow. 

The submerged bodies encountered in the oceans are not 
simple axisymmetric bodies (autonomous underwater vehicles, 
submarines, offshore structures). For example, the asymmetry 
of a submarine (say because of sail), introduces reactions in 
the vertical plane in response to the imposed motion, such as 
a turn, in the horizontal plane. These reactions take the form 
of a downward force on the hull aft of the sail and, in con
sequence, give rise to a bow-up pitching moment. The analysis 
of such motions and the resulting non-axisymmetric flows offer 
many challenges which are not only timely from a practical 
point of view but also extremely important for increasing the 
physics content of our understanding of the hydrodynamic 
phenomena. 

Journal of Fluids Engineering 

Fig. 14 Turning body dynamics: (a) Physical plane; (b) Curved body 
preserving angle of attack but with varying velocity magnitude; (c) Curved 
body preserving crossflow components and having constant forward 
velocity (from Chang and Purtell, 1986). 

Vortex/Free-Surface Interactions 
The motion of ships and submarines in homogeneous as well 

as stratified media gives rise to very complex turbulent wakes, 
Kelvin waves, internal waves, axial vortices (in the bow region), 
helical vortices (shed by the propeller), and a whole host of 
other phenomena such as bubble entrainment, surfactant 
transport and slicks, propeller cavitation, etc. These, in turn, 
may give rise to free surface signatures which can be detectable 
by both acoustic and non-acoustic means. This is the basis of 
current intense interest in the interaction as well as remote 
observation of internal waves, wakes, and vortices with the 
free surface. 

Ship wakes produce a three-dimensional complex signature, 
comprised of a narrow dark band bordered by two bright lines 
in synthetic-aperture-radar (SAR) images (see, e.g., Lyden et 
al., 1988, and Figs. 15(a) and 15(b)). The dark band is the 
most prominent of all the signatures and is seen many kilo
meters downstream at all angles to the SAR azimuth direction 
even under severe weather conditions. It signifies the suppres
sion of waves at the Bragg frequency as a consequence of 
various short-wave-damping phenomena such as turbulence, 
surface-active materials, and the redistribution of surface im
purities to the surface by bubbles. The two bright lines, on the 
other hand, manifest themselves,only in light winds and signify 
the occurrence of a range of waves which happen to be near 
the Bragg wavelength, possibly, as a consequence of the in
teraction between quasi-two-dimensional and three-dimen
sional turbulent motions near the free surface and the 
restructuring and modulation of this interaction by wind, un
steady Kelvin-wave-like disturbances, wave breaking, and mo
mentum wake, just to name a few of the existing proposals. 
The central intent of this section is neither a discussion of the 
remote sensing of surface-ship wakes nor the establishment of 
cause-and-effect relationships for the observed events noted 

, above, but, rather, to describe a number of kernel experiments, 
conducted during the past few years, which could eventually 
serve to elucidate the basic fluid mechanics phenomena relevant 
to the understanding of quasi-coherent, near-free-surface tur
bulence structures. 

Turbulent flow near surfaces is not uncommon and there 
has been intense interest in understanding the behavior of 
vortices near a wail and the physics of the mechanisms sus
taining the turbulent behavior (Robinson, 1991). Thus, it is 
not surprising that there should be turbulent flows at and near 
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Fig. 17 The early stages 01 the lormation 01 a dome·shaped surface
delormatlon above a Kelvin oval. Note the absence 01 waves on ellher
side 01 the dome.

Fig. 16 A Shadograph picture showing the evolution 01 surtace scars
and striations above a trailing vortex couple. The black stripe Is a narrow
slit in a loam along the middle olthe tOWing tank. The vortices (not seen
in photograph) are generated by a delta wing.

ScarsScars

The latter appears in part as distributed background vorticity
and in (greater) part as randomly-distributed discrete structures
(CW- and CCW-rotating whirls of various strengths), confined
int.o a relatively narrow band.

When the vortices migrate large distances upward, they
undergo various types of instabilities. Several theories have
been proposed to explain the instabilities associated with the
trailing vortices: Crow instability (Crow, 1970), Moore and
Saffman (1973) instability, Batchelor's (1964) swirling flow
instability, Singh and Uberoi's (1976) helical mode instability,
and the free-stream turbulence proposals of Corsiglia et al.
(1973), and Baker et al. (1974). Only the helical instabilities
proposed by Singh and Uberoi (1976), and observed by Sarp-

Fig. 15(a) The Synthetic Aperture Radar (SAR) image 01 a V·shaped
narrow dark band bordered by two bright lines (Irom Lyden et al., 1988)

deformable surfaces or fluid interfaces, in addition to various
types of waves, due to complex ship wakes. What is rather
surprising is that the resulting turbulent wake (in part, due to
vortical motions) should give rise to coherent structures capable
of absorbing the incident electromagnetic waves (negative spec
tral perturbation) for unexpectedly long times even under real
ocean ambient conditions. This leads to two generic questions
regarding the behavior of turbulence at the free surface: (1)
How are the coherent structures created at the interface and
what dynamical processes are responsible for their life cycle?
(2) What characteristics of these 'structures (e.g., scale, shape,
motion, mutual interaction) are responsible for the absorption
of the incident electromagnetic waves?

Controlled laboratory experiments on free surface structures
were first conducted by Sarpkaya in October 1983, as a con
tinuation of his work on trailing vortices in homogeneous and
density stratified media (Sarpkaya, 1983). These observations
and measurements were reported by Sarpkaya and Henderson
(Sarpkaya and Henderson, 1984, 1985) and by Sarpkaya (1985,
1986). They have shown that a pair of ascending vortices shed
by a lifting surface (moving at a negative angle of attack) may
interact with the free surface and give rise to scars and stria
tions. The striations are essentially three-dimensional free-sur
face disturbances, normal to the direction of motion of the
lifting surface (see Figs. 16-18). Sarpkaya and Suthon (1991)
have shown that the scars are small free-surface depressions,
comprised of many randomly distributed whirls (normal vor
ticity connecting with the free surface), and come into existence
at the two ends of the striations and undergo mutual annihi
lation, dissipation, pairing, and merging. The striations come
into existence as a subsurface instability, i.e., the free-surface
proximity is not necessary but helps the striations to grow
nonlinearly to larger amplitudes, depending on the prevailing
free surface conditions (existing disturbances, contaminants,
wind, current). In summary, an ascending laminar trailing
vortex pair gives rise to two new components of vorticity: cross
axis vorticity in the striations and normal vorticity in the scars.

Fig. 15(b) The close·up view 01 a segment 01 the SAR image shown in
Fig. 15(a)
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Striations

Fig. 18 The scar front during the later stages 01 motion. Whirl pairs
are clearly visible. Note the absence of waves beyond the scars.

kaya (1985), appear to provide a satisfactory explanation. In
fact, as shown by Sarpkaya (1992c), tentacle-like sheets, re
sulting from the helical instabilities, are thrown away from the
outer edges of the core of a turbulent vortex. In other words,
the vortex peels off randomly and sheds vorticity along its
length. These vortex sheets interact with the free surface and
either connect normally with the free surface (resulting in whirls)
or stretch out parallel to the free surface and dissipate quickly.

Numerical simulations of the domed region (seen in Fig.
17), formed by the rise of a Kelvin oval, attracted considerable
attention. Sarpkaya et al. (1988) modeled the vortex pair using
two point vortices (with small cores) and line vortices to model
the free surface without linearization. Subsequently, Marcus
and Berger (1989), Telste (1989) and Ohring and Lugt (1991)
used different two-dimensional models to investigate the in
teraction between a couple of heterostophic line vortices and
a free, initially planar, surface. In these calculations, the critical
time at which the numerical instability manifests itself does
not correspond to the instability of the free surface or to its
maximum position. The calculations of Ohring and Lugt are
particularly noteworthy since they have presented results on
the decay of the primary vortices and their paths, on the gen
eration of surface vorticity and secondary vortices, on the
development and final stages of the disturbed free surface,
and on the influence of surface tension. They have also shown
that, for an intermediate Froude number, the path of the
primary vortex center portrays a complete loop (a special re
bounding) due to the presence of secondary vortices. It must
be emphasized, however, that these calculations assume a two
dimensional flow. In reality, the free surface quickly becomes
three-dimensional (as manifested by the evolution of striations
seen in Figs. 16 and 18).

Dommermuth and Yue (1991) solved the linearized Navier
Stokes equations in three dimensions with a free surface to
study the interaction of vortex tubes and vortex rings with slip
and no-slip rigid boundaries and a linearized free surface.
Subsequently, Dommermuth (1992a) carried out numerical
simulations of the interaction of laminar vortex tubes with no
slip walls to investigate the formation of V-shaped vortices
without the complications of a free surface. They have con
cluded that two distinct types of vortices form: cam and snail
vortices, as they preferred to call them. Cam vortices are formed
as helical vorticity is stripped off of the primary vortex tubes.
The helical vortex sheets are generated by the primary vortex
tube due to the onset of a V-shaped instability previously
identified by Sarpkaya (1985) and by Sarpkaya and Suthon

Journal of Fluids Engineering

(1991). Dommermuth (1992b) extended his numerical analysis
to the interaction of a pair of vortex tubes with a free surface
and confirmed Sarpkaya and Suthon's (1991) findings that the
most interesting feature of the impingement of vortex tubes
on a clean free surface is the reconnection of normal vorticity
with the free surface, resulting in strong whirls. The simulation
of more energetic transition (Dommermuth, 1992b) in vortices
has tentatively shown that only the remnants of the primary
vortex tube could be identified.

The interaction of jet flows with a free surface has attracted
some attention (see, e.g., Ramberg et aI., 1989; Madnia and
Bernal, 1989; Anthony, 1990) for the expressed purpose of
determining the topology and dynamics of the resulting tur
bulent structures. Although instructive in understanding the
conversion of the azimuthal vorticity (vortex rings) into stream
wise vorticity, the jet flow is neither as complicated as the ship
wake nor representative of the turbulent phenomena that occur
in the ocean environment partly because there is no normal
vorticity generation in the nominal plane of the free surface.
Furthermore, the interaction of the jet flow with the free sur
face leads to the generation of gravity-capillary waves prop
agating in a direction almost perpendicular to the jet axis.

Even though there is still some work to be done on the three
dimensional nature of the laminar vortex interaction, a number
of kernel experiments, supported by analysis, is needed to
elucidate the basic fluid mechanics of turbulent signatures. It
is expected that the interaction of a single turbulent vortex
(and its image) with the free surface will shed considerable
light on the interaction betwen quasi-two-dimensional and
three-dimensional turbulent motions. This is important not
only near the free surface but also for the understanding of
the processes of small-scale turbulence in the presence of highly
stable stratification when three-dimensional turbulence shows
a tendency to quasi-two-dimensional behavior due to the effect
of buoyancy forces. Furthermore, the understanding of the
properties of vortex-induced turbulence near the free surface
will make it possible to explain the relationship between the
spatial and temporal scales of turbulence, the evolution of

Fig. 19(a-b) Representative cross sections of a deeply submerged sta·
tionary vortex in a free,surface water tunnel. Note that the core of a
turbulent vortex is not a benign, smooth, axisymmetric, solid body roo
talion. It has spins and splats.
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Fig. 20(a) The connection of a vortex arm (or of a spin of vorticity) with
the free surface.

surface inhomogeneities, and the characteristics of surface and
sub-surface structures.

Sarpkaya (l992c and 1992d) carried out a series of explor
atory measurements in a low turbulence water tunnel, with an
open test section, through the use of several vertically mounted
half Delta wings and rectangular foils. The interaction of the
"single" vortex, emanating from the free end of the foil, with
the free surface was investigated for representative distances
between the vortex and the free surface. Velocity and turbu
lence measurements with an LDV and photographic obser
vations with LIF (laser induced fluorescence) of the vortices
and free surface' were made. Certain unusual characteristics
of the remnants of the turbulent vortex tube, reconnection of
normal vorticity with the free surface and the stretching out
and quick dissipation of turbulent patches in the tangential
direction, and their role in the creation of a quasi-two-dimen
sional whirl field have been explored. The data for the fully
submerged vortex were used to delineate the effects of the free
surface proximity. The numerical part of the investigation
simulated the quasi-two-dimensional surface turbulence with
vortex dynamics and explored the evolution of whirls, energy
spectrum, and the fractal dimensions of the turbulence field.

Figures 19(a) and 19(b) show two deeply submerged vortex
cores in a laser light sheet (intersecting them at a 45-degree
angle, but photographed normal to the vortex axis). This and
numerous other examples show that vortex cores are sur
rounded by helical patches that could have only come from
the vortex sheet (dye was introduced into the vortex core). As
the distance between the vortex and the free surface is de
creased, the connection of the vortex patches with the free
surface (and its image) increases (see Figs. 20(a) and 20(b-d)).
These connections are not always between the free surface and
the vortex sheets still connected to the vortex core. In fact,
many of the connections are between the free surface and the
run-away patches of vorticity with no visible connection to the
core (presumably, thrown away from the core and leading to
core oscillations to preserve angular momentum). The earliest
connections with the free surface are due to independently
"flying" patches (when the vortex core is not too close to the
free surface).

Figures 20(b-d) show that the vortex core breaks up and
spreads over a larger area as its proximity tothe free surface
increases. This is the mechanism whereby the three-dimen-
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Fig.20{b-d) The progression of the reconnection process of the normal
vorticity and the evolution of whirls at the free surface as the vortex Is
brought closer to the free surface. Note that the core looses its identity
and only the remnants of the original vortex can be seen. Figure 20(8)
shows the growth of secondary vortex couples around the core.

sional turbulence below the free surface is transformed into a
quasi-two-dimensional turbulence at the free surface. The
viewing of the video tapes show that not all patches of vorticity
are connected to the free surface. In fact some of these come
close to the free surface rather quickly, stretch out in the
horizontal plane (predominantly in the direction of largest
strain), and then disappear just as fast. In other words, the
generation and dissipation of horizontal vorticity is enhanced
at the expense of the normal vorticity. The coherence of the
vortex core is nearly lost and only the remnants of the original
vortex may be seen. The numerical simulations of Dommer
muth (l992a and 1992b) of the more energetic transition in
vortices near the free surface have also shown that only the
remnants of the primary vortex tube could be identified (see
,Figs. 21(a-b)). Some resemblance may be noted between Figs.
20(c-d) and 21(a-b) as far as the spreading and shredding of
the vortex core is concerned. Clearly, the numerical model
does not deal with finer structures of turbulence and with the
whirls at the free surface.

Representative samples of the top view (taken with a laser
light sheet, very near the free surface) of the surface structures
are shown in Figs. 22(a-d) (the streaklines). The constellation
of vortices seen in these figures emerged almost directly above,
or slightly on the downwash side, of the trailing vortex. Two
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Fig. 21(a-b) Representative numerical simulations of the more ener·
gelic transition in vortices near the free surface (from Oommermuth,
1992a and 1992b).

features of these whirls are particularly noteworthy. The first
is the emergence of heterostophic vortices and the pairing of
homostrophic vortices (pairing is best seen on the video films).
The second salient feature of the whirls is their persistence.
The whirls behave like as if they have become the "black holes"
of vorticity in a sea of otherwise featureless structures of vor
ticity. The structures that are not part of a whirl dissipate
quickly. It may thus be conjectured that the formation of
whirls, as singularities of nearly concentrated vorticity, is a
matter of survival of vorticity, either transported to the free
surface or generated there. The tendency of the vortex couples
of the same sign to transport energy from one area to another
is severely limited partly by the swirling motion of the trailing
vortex (directly below the scar), partly by the mutual inter
action of the whirls, which keeps the scar intact, and partly
by the uniform flow. Thus, the vortices created near the bound
ary of the scar cannot escape it but can unevenly modulate the
edges of the scar.

The experiments have shown that the surface structures have
the characteristic behavior of quasi-two-dimensional turbu
lence with energy cascading toward larger structures and
stretched zones of weak vorticity dissipating slowly. The width
of the wake above the trailing vortex increases slowly at the
same rate at which the vortices grow in size through successive
merging processes. Effective methods have been developed for
structural and eddy center identification based on digital image
analysis and shadowgraph technique. The size and angular
velocities of the whirls were estimated from the video tapes in
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Fig. 22(a-d) Evolution of a scar above a single turbulent vortex. The
top three frames are obtained with a laser·induced fluorescent dye. The
last frame is obtained using laser light sheet and magnesium powder.

order to explore the statistics of the surface structures and to
calculate the distribution of vorticity in the field of whirls. The
instantaneous free-surface signatures are compared qualita
tively with the predictions of a numerical model based on vortex
dynamics in Figs. 23 and 24(a-c). Figure 23 may be compared
with Fig. 16 and Figs. 24(a-c) may be compared with Figs.
22(a-d).

The facts emerging from these calculations are as follows:
The whirls amalgamate up to a certain size as time increases
(i.e., the amalgamation is self-limiting). It is remarkable that
the band essentially retains its overall identity even though its
width increases slightly due to the mutual interaction of the
whirls. It is only rarely that one or two whirls leave the scar
band due to mutual induction. The amalgamation process and,
hence, the increase of the number of large structures slow down
to stop as time increases and the whirl system would reach an
equilibrium if there were no dissipation. The shift in the size
distribution toward larger structures and the concentration of
energy in these structures are an important ingredient of the
scar formation and life-span. The increase of the number of
large structures slows down and nearly stops after a critical

, time, when the whirl concentration has fallen below a critical
value, and the population of whirls becomes dominated by
viscous decay process. Apparently, the two-dimensional top
ological features (whirls) of concentrated vorticity on the free
surface are inherent products of the quasi-two-dimensionali
zation of the three-dimensional turbulence, prevailing just be
low the free surface. The results have also shown that the
global maximum of the energy spectrum is shifted toward
smaller wave numbers (larger wave lengths), as expected on
the basis of amalgamations.
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Fig. 23 Numerical simulation of the temporal growth of a segment of 
a V-shaped scar in a fixed frame of reference (total angle of divergence 
is about 4-deg). The numerical simulation is based on vortex dynamics 
(Sarpkaya, 1989; Sarpkaya and Suthon, 1991). 

In summary, the vortex sheets and turbulent patches (or 
finite regions of vorticity) interacting with the free surface give 
rise to whirls (reconnection of normal vorticity) or stretch out 
in the tangential direction and dissipate quickly. The closer 
the vortex to the free surface, the faster is its dissipation, as 
evidenced by the resulting scar at the free surface. The two 
fundamental modes of the vortex/free-surface interaction are 
suggestive of the "spin" and ' 'splat" models of Bradshaw and 
Koh (1981), Hunt (1984), and Leighton et al. (1991). Their 
spin model (vortical structures originating in the buffer layer 
and attaching to the free surface) and the splat model (patches 
of vorticity or vortons impacting the free surface) in a turbulent 
open channel flow tend to support the observations made by 
Sarpkaya (1992c and 1992d) that the tentacles of vortex (helical 
sheets of vorticity) attach to the free surface and the patches 
of vorticity are thrown at the free surface. These similarities 
need to be explored further keeping in mind the fact that in 
the direct numerical simulations of Leighton et al. (1991) the 
nonlinear-time-dependent free surface conditions are linear
ized and the free surface is assumed to be nondeformable. 

Evidently, the interaction of ship and submarine wakes with 
the free surface presents experimentally, theoretically, and nu
merically challenging problems in Naval hydrodynamics. How-

Fig. 24(a-c) Numerical simulation of the evolution of streamlines in a 
single scar above a turbulent vortex. The numerical simulation is based 
on vortex dynamics (for additional details, see Sarpkaya, 1989; Sarpkaya 
and Suthon, 1991). 

ever, their solution will go far beyond the naval applications 
and, in fact, will significantly increase our understanding of 
the physics of the inherently unstable air/liquid interface. 

Conclusions 
Unsteady separation; characteristics of impulsively and non-

impulsively-started steady flow about cylinders; excursion of 
separation points on circular cylinders in sinusoidally oscil
lating flow; separation and other flow phenomena governing 
the unsteady maneuvers of large submerged bodies, and, fi
nally, the three-dimensional footprints of subsurface vortical 
structures rising toward the free surface have been reviewed 
briefly. It appears that the prediction of the evolution of the 
wake, after the spontaneous separation of the viscous layer, 
is possible only for relatively small Reynolds numbers. For 
Reynolds numbers of any practical importance, the use of 
approximate turbulence models and experiments still appear 
to be the only recourse. As far as the unsteady maneuvers of 
large bodies are concerned, the subject is at best in the hands 
of panel methods and numerous approximations, requiring the 
specification of (mobile) separation points, among other things. 
It appears that in spite of the enormous progress made in 
experimentation and computational fluid dynamics, the ques
tion of where the separation lines are remains unresolved and 
challenging as ever. The vortex wakes at the free surface offer 
exceedingly complex three-dimensional problems for both clean 
and contaminated surfaces. In view of the foregoing, it seems 
appropriate to close this review with a thoughtful reminder by 
Sir Geoffrey Ingram Taylor (1974): "Though the fundamental 
laws of the mechanics of the simplest fluids, which possess 
Newtonian viscosity, are known and understood, to apply them 
to give a complete description of any industrially significant 
process is often far beyond our power." 
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Simultaneous Variable Solutions of 
the Incompressible Steady Navier-
Stokes Equations in General 
Curvilinear Coordinate Systems 
A simultaneous variable solution technique for the incompressible, steady, two-
dimensional Navier-Stokes equations in primitive formulation and general curvilin
ear orthogonal and nonorthogonal coordinate systems has been developed. The 
governing equations are discretized using finite difference approximations. The 
formulation is fully second order accurate and the well-known staggered grid of 
Welch and Harlow is used. The solution algorithm is based on an iterative marching 
technique in which the algebraic equations are linearized by evaluating the coeffi
cients at the previous iteration level. The resulting system of linear equations is 
solved in a marching fashion by employing a block tridiagonal solution algorithm 
to obtain the solution along lines transverse to the main flow direction. The strong 
pressure-velocity coupling inherent in the present formulation results in high con
vergence rates. Flows in channels of different geometries have been computed and 
the results have been compared to available data in the literature. In all cases the 
method has demonstrated to be accurate, robust and computationally efficient. 

Introduction 
Over the last few years simultaneous variable solution meth

ods for the incompressible steady Navier-Stokes equations have 
been receiving increasingly greater acceptance among fluid dy-
namicists over the traditional segregated methods. As dem
onstrated by the work of Bentson and Vradis (1987), Rubin 
and Reddy (1983), Zedan and Schneider (1985), and Vanka 
(1987), the inherently stronger pressure-velocity coupling in 
the simultaneous variable solution techniques results in higher 
convergence rates as compared to the standard segregated 
methods typified by the well-known SIMPLER algorithm of 
Patankar (1980). In addition, in contrast to the segregated 
methods which require the use of underrelaxation factors to 
promote and ensure convergence, the strongly implicit tech
niques need not make use of such factors. As a result such 
codes are more user-friendly and require minimal experience 
from the user. 

Another group of solution techniques that has been devel
oped lately is the one based on the approximate factorization 
scheme of Beam and Warming (1978) in conjunction with the 
artificial compressibility method of Chorin (1966). Such 
schemes, as described by Benocci and Ceresola (1985) and 
Chang et al. (1988), exhibit convergence rates which are de-

' Presently, Senior Engineer, Advanced Technology Division, Ebasco Services 
Inc., New York, NY 10048. 
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OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
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pendent on the CFL condition. As a result the associated com
putation requirements might remain high. 

Contrary to the segregated and approximate factorization 
schemes which have been employed in problems using gen
eralized curvilinear coordinate systems, simultaneous variable 
solution techniques for the full Navier-Stokes equations in 
primitive variables have been developed and used only with 
Cartesian and cylindrical coordinate systems. While such co
ordinate systems provide the simplest possible form for the 
governing equations, they severely limit the number of prob
lems to be solved with body fitted coordinates. For flow ge
ometries involving irregularly shaped solid boundaries, the use 
of generalized orthogonal or nonorthogonal body-fitted co
ordinate systems is required. 

Analytical and numerical methods for the generation of body 
fitted coordinate systems have been developed in recent years 
for the solution of flow problems in the presence of bodies of 
arbitrary shapes. This is due to the fact that such coordinate 
systems allow for the exact satisfaction of the boundary con
dition along the bodies' surfaces. The shortcoming of such an 
approach is that the grids are difficult to generate, particularly 
for complex body shapes and for multiple bodies. In addition, 
the appearance of the extra metric terms in the equations in
creases their complexity and computational time requirements. 

The relative merits of nonorthogonal and orthogonal grids 
are well established and a wealth of information is available 
in the literature (see Thompson et al., 1985; Thompson, 1984; 
and Ghia and Gliia, 1983). While in general it is easier to 
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generate nonor thogonal than or thogonal grids, the governing 
equations, written in such coordinate systems, are more in
volved because of the extra metric terms whose discretization 
often requires special at tention due to the problems that they 
may create in terms of computat ional accuracy. 

In the present work the simultaneous variable solution 
method developed by Bentson and Vradis (1987) is extended 
to general curvilinear or thogonal and nonor thogonal coordi
nate systems. A fundamental difference between the Cartesian-
cylindrical formulation and the generalized one is that the mass 
conservation equation in the generalized or thogonal coordinate 
system is not satisfied to "mach ine accuracy" at any point of 
the calculation procedure , as was the case in the Cartesian and 
cylindrical systems. The effect of this on the convergence be
havior of the algorithm is determined. 

The Governing Equations 

The Navier-Stokes equations for the case of two-dimen
sional, steady, laminar, incompressible flow take the following 
form if written in a general curvilinear nonor thogonal coor
dinate system (as given by Thompson et al. , 1985): 

ynu 
du 

d{ 

yvu 
dv 

di 

du du dv dv 

du du du 
y^uYv

+x^~x^ 
dp dp 1 

"•^a^H^a^R^/ 
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(4d) 

(4e) 

(4/) 
and u, v are the Cartesian coordinate velocity components . 

The Numerical Approximation 
Equations ( l ) - (3) form a system of second order partial 

differential equations which is elliptic in nature . They are dis-
cretized using finite difference approximations. The well-known 
staggered grid first proposed by Welch et al. (1966) has been 

used in the present analysis. The merits of this grid are well 
established (see Pa tankar , 1980) and they will not be repeated 
here. Centered, second order differences are used to approx
imate the first and second derivatives that appear due to the 
diffusion terms of the original P .D .Es . Second-order centered 
differences are used for the first-order derivatives in the con-
vective terms in the direction transverse to the main flow di
rection. Second-order " u p w i n d e d " differences are used in the 
case of the first order derivatives appearing in the streamwise 
convective terms; thus resulting in a non-conservative differ
ence scheme. The differencing of these derivatives depends on 
the sign of the velocity multiplying them. If that velocity is 
positive, a backward difference is employed, while if that ve
locity is negative, a forward difference is used. The algorithm 
is unconditionally stable and as a result it does not require the 
addition of artificial dissipative terms. 

The metric terms appearing in the equations are evaluated 
using second-order accurate centered differences, with the ex
ception of the points at the boundaries , where second-order 
accurate one-sided differences are used. 

Based on the above discussion and using uniformly spaced 
grids in the transformed plane, the resulting discretized equa
tions are: 
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Nomenclature 

p = nondimensional pressure 
Re = Reynolds number 

u = " s t r eamwise" velocity compo
nent in physical space 

i) = " t ransve r se" velocity compo
nent in physical space 

x = "s t reamwise" coordinate 
y = " t r ansve r se" coordinate in 

physical space 

coordinate in computat ional 
space 
coordinate in computat ional 
space 
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where: 

Uav = -(Hij + Ui-ij + W;,y-1 + " , - 1 j - i ) 

vav = ^ {Vij+ViJ+l + Vi+ij+Vi+1J+i) 

(7) 

(8a) 

(8b) 

The resulting system of algebraic equations is nonlinear in 
nature due to the convective terms. The equations are linearized 
by "freezing" the coefficients of the convective terms to the 
previous iteration level (indicated by a hat in the above equa
tions). As convergence is approached, these terms become 
asymptotically equal to the values of the nonlinear terms. 

Such a procedure leads to a system of linear equations that 
is solved in a marching fashion, starting at the inlet section 
and moving toward the exit. Along each coordinate line per
pendicular to the marching direction, the linear equations form 
a block tridiagonal coefficient matrix with 3 x 3 elements. 

5 ,C, 

A2B2C2 

"^n-lC„-
A„ B„ 

W2 

W, n~\ 

Wn . 

E2 

En-\ 

. E„ . 

(9) 

The coefficient matrix is inverted through the use of an 
efficient algorithm due to Isaacson and Keller (1966). 

The three difference equations at every grid point have the 
general form: 

B, W^+A, Wi + Q Wi+ l=Ei (10) 

where Ah B, and C,- are 3 x 3 matrices and Wh Et are 3 x 1 
vectors, with: 

Wj=[Uij, Vjj,pu]
T 

After the last grid line at the downstream boundary has been 
reached, the residuals of all equations at every point of the 
computational domain are evaluated. If the maximum of these 
residuals is less than the prescribed acceptance value (usually 
of the order of 10"6), then the solution has been obtained. 

ior. Obviously, since the length of the developing flow region 
cannot be known a priori, some numerical experimentation is 
required in order to determine the proper location of this exit 
section. 

The standard no-slip condition for viscous flows is imposed 
at solid impermeable boundaries, thus setting both components 
of the velocity equal to zero. The pressure boundary condition 
is obtained from the momentum equation perpendicular to the 
wall, resulting in the following expression: 

dp 1 d2U 
u = 0, v = 0 and 

dn Re hrf 
(13) 

where n is the direction normal to the wall and U the velocity 
component parallel to the wall. In the case of staggered grids, 
as the one used in the present work, only one of the two velocity 
components is located on the physical boundaries of the cal
culation domain; in the problems discussed below, this will be 
the v component. As a result, a parabolic fit of the points next 
to the solid boundary is adopted to approximate the value of 
the velocity component which is located off the physical bound
ary, resulting in a second order accurate formulation of the 
boundary conditions along solid boundaries: 

Uj+ \j— — 2Ujj + 
Uj-l,j (13a) 

The boundary value of the pressure along a solid wall is 
obtained through the solution of the momentum equations at 
the solid wall. In the case of a Cartesian grid this involves the 
solution of the momentum equation in the direction normal 
to the wall. In the case of general orthogonal or nonorthogonal 
coordinate systems, the equation for the pressure gradient nor
mal to the wall is obtained through a linear combination of 
the momentum equations along the two coordinate directions 
so that the pressure gradient terms along the other direction 
are eliminated. This results in an equation giving the pressure 
derivative normal to the wall in the computational space as a 
function of the velocity field. 

[*{ 7, - J? x„]pv = — [x„ 7 H „ 

+ xt,aun+yvyvr,ri+y71avr,] (136) 

This approach was shown by Benocci and Michelassi (1986) 
to be the more accurate way to implement the pressure bound
ary condition. 

Along symmetry axes du/dy = 0, dp/dy = 0 and u = 0, where 
y is taken as the direction normal to the symmetry line. 

Boundary Conditions 

Given the elliptic nature of the full Navier-Stokes equations, 
boundary conditions are to be prescribed at all the boundaries 
of the computational domain. The correct implementation of 
the appropriate boundary conditions is crucial in obtaining 
meaningful and accurate results. The application of the wrong 
boundary conditions in the case of incompressible flows results 
in erroneous solutions throughout the computational domain 
due to their elliptic nature. 

At the inlet section a velocity profile is prescribed: 

u = u(y), v=v(y) (11) 

while zero gradient conditions for the velocities and uniformity 
of pressure are enforced at the exit section: 

du „ dv 
T - = 0, — = 0 and p = 0 
dx dx 

(12) 

This requires that the exit section is set downstream enough 
for fully developed flow conditions to exist. Violation of this 
condition leads to failure of the algorithm to converge with 
the residuals in the equations exhibiting an oscillatory behav-

Computational Results 
Two test problems are used to study the accuracy and com

putational efficiency of the developed algorithm. 

(i) Laminar Flow Through an Expanding Plane Channel. 
The two-dimensional channel proposed by Roache (1981) was 
used in the workshop of the IAHR Working Group on Refined 
Modeling of Flows to compare the performance of different 
finite-difference and finite-element based algorithms. Due to 
the availability of results from a different number of numerical 
formulations (Napolitano and Orlandi, 1985), the problem is 
selected here as a test problem for the newly developed method. 

The geometry of the problem is given in Fig. 1. The ge
ometry, as seen, depends on the Reynolds number (which is 
based on the upstream channel half-height and the bulk velocity 
of the flow). As the Reynolds number increases the channel 
becomes longer and the expansion smaller. Roache (1981) shows 
that for large Reynolds numbers the problem exhibits a quasi-
self-similar solution. 

The velocity profile specified at the channel's inlet, is the 
one that corresponds to the fully developed flow in a straight 
channel, i.e., 
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x=0 x=Re/3 

• P 
Re=100 

Orthogonal grid 
Non-orthogonal grid 

15 
iteration number 

Fig. 3 Convergence history for Re = 100 

Y=1+1/2[tanh(2-30x/Re)-tanh2] 

Fig. 1 Geometry of expanding channel and computational grid 

Non-orthogonai grid 
Orthogonal grid 

10 20 30 40 50 60 70 80 90 100 

Iterat ion number 

Fig. 2 Convergence history for Re = 10 

u{y) = 1 . 5 ( 1 - / ) , y = 0 (14) 

The problem was solved using both orthogonal and non-
orthogonal grids. 

In the nonorthogonal case, the grid was generated algebra
ically using the following simple shear transformation: 

£ = x , ?) = — (15) 

where yw is the coordinate of the solid boundary. This simple 
transformation transforms the expanding channel wall to a 
flat plate. 

The orthogonal grid was generated using the algebraic trans
formation given by Blottner and Ellis (1973), which maps the 
physical plane to a rectangle in the computational space (£, 
rj). The tj = 0 line coincides with the axis of symmetry of the 
channel while the ij= 1 line coincides with the wall. All other 
?7's are given by: 

Yi = e ^ e Y,(x)+e-f!^-Yu(x) (16) 
e — 1 e — 1 

where e is a parameter determining the clustering of the grid 
in the physical plane and Y:(x) and Yu(x) are the coordinates 
of the two boundaries. 

The £ = constant lines, orthogonal to the ?? = constant lines, 
are then obtained using a numerical integration of the following 
equation: 

dx 
3rj 

I 

V 
dx 

1 + 

V 

'dy 

dr) 

~b£ 
dx 

2 

1 

(17) 

with the calculation starting from prescribed points along the 
wall of the channel. 

A 21 x 21 grid was employed in order to compare the results 
obtained using the current method to those presented in the 
workshop (Napolitano and Orlandi, 1985). Solutions were ob
tained for two Reynolds numbers, namely Re = 10 and Re = 100. 
The orthogonal grid used for the Re= 10 calculation is shown 
in Fig. 1. 

Figures 2 and 3 show the convergence history for Re= 10 
and Re =100, respectively, both for the nonorthogonal and 
the orthogonal grids. As seen, in the case of Re= 10 there is 
a substantial difference in the convergence behavior of the 
orthogonal versus the nonorthogonal grid case, the orthogonal 
grid case converging slower, as has also been observed by other 
researchers using other solution techniques; this, despite the 
fact that in the nonorthogonal grid case the elliptic effects in 
the discretized equations are stronger than in the orthogonal 
grid case due to the appearance of extra metric terms that 
introduce additional downstream grid points into the finite 
difference equations. It can be concluded then that the deter
mining factor is the fact that while in the nonorthogonal grid 
case the continuity equation is satisfied exactly at any iteration, 
in the orthogonal grid case it is not, due to the term multiplied 
by the xn metrix. As a result, the residual in the mass conser
vation equation is different than "machine" zero. It is actually 
found to be the highest residual, thus determining the con
vergence rate. In addition, it is seen that the convergence rate 
increased in the higher Reynolds number case which is due to 
the change of the shape of the channel. As the Reynolds number 
increases, the expansion ratio decreases, the channel becoming 
smoother and the wall flatter, approaching asymptotically the 
case of a parallel plate channel. In this case, where all the 
metric terms are zero, the convergence rate is maximum. It 
should be emphasized here that no underrelaxation are arti
ficial dissipation was needed in any case for convergence to 
be obtained. 

Figures 4 and 5 show the vorticity distribution along the 
solid wall for Re= 10 and 100 respectively and for both the 
nonorthogonal and the orthogonal grids. In the higher Reyn
olds number case, the solutions are very close to each other 
in contrast to the lower Reynolds number case where there are 
substantial differences between the two solutions. This is at
tributed to the fact that as the Reynolds number increases the 
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Fig. 4 Wall vorticity distribution for Re = 10 Fig. 6 Wall pressure distribution for Re = 10 
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Fig. 5 Wall vorticity distribution for Re = 100 
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Fig. 7 Wall pressure distribution for Re = 100 

nozzle expansion ratio decreases while at the same time the 
expansion is smoother. As a result, the nonorthogonal grid 
tends toward the orthogonal grid. 

In the case of Re = 100 the agreement of the results obtained 
using the newly developed method with the results obtained 
by Cliffe et al. and Magi and Napolitano (see Napolitano and 
Orlandi, 1985) is very good. Cliffe et al.'s results are considered 
grid independent, the rest of the solutions always compared 
against theirs. In the Re = 10 case though, while the orthogonal 
solution is in good agreement with the rest, the nonorthogonal 
one deviates substantially. A more detailed study of the non
orthogonal solution demonstrated that this solution is very 
sensitive to the grid density and distribution. No particular 
effort was made in this analysis to find an "optimum" non
orthogonal grid that would produce results very close to the 
orthogonal case. In all cases studied though, it seems that the 
effect of the different nonorthogonal grids is limited to the 
area close to the inlet of the channel. 

The pressure distribution along the solid wall is given in 
Figs. 6 and 7 for the Re= 10 and Re = 100 cases, respectively. 
Very close to the inlet, where the flow is assumed fully de
veloped, there is a small drop in the pressure associated with 
the viscous effects. Once the channel starts expanding sub
stantially the pressure starts rising as dictated by the inviscid 
effect. Close to the exit the pressure distribution is "flat" and 
beyond that, given that fully developed flow is established, it 
is expected to start dropping again. As seen, there is good 
agreement between the present results and those of Magi and 
Napolitano but poor agreement with those of Cliffe et al. It 
should be mentioned here that the pressure distribution ob
tained by Cliffe et al. close to the inlet in the Re= 10 case is 

ao i.o 2.0 3.0 

Fig. 8. Velocity vectors and streamlines for Re = 10 

substantially different than the ones obtained in the rest of the 
works presented in the workshop. It is felt that there is no 
physical justification for the sharp rise in pressure very close 
to the inlet. 

A comprehensive look into the flow field is given in Fig. 8 
for the Re = 10 case. Velocity vectors and streamlines are over
laid to show the existence of the recirculating flow region as 
well as the extent of the redeveloping flow region. 

(ii) Laminar Flow in a Channel With a Constriction. The 
second test problem is the laminar flow in a channel with a 
constriction. The constriction geometry is shown in Fig. 9(a) 
and is defined by a Gaussian distribution. The maximum of 
the distribution, appearing dXx = 2, restricts the height of the 
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Fig. 9(a) Geometry of channel with symmetric bump 
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Fig. 9(b) Computational grid in the immediate region of the constriction 
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Fig. 10 Convergence history for Re = 50, 150, 300 

channel to half of the original, while its width is twice the 
upstream channel height. The Reynolds number is defined 
using the bulk velocity at the inlet and half the channel height 
at the inlet. 

All cases involved a 57 X 30 grid (57 grid points in the x 
direction). In the physical plane the grid was refined close to 
the wall in order to capture the wall boundary layer, as shown 
in Fig. 9(b) (only a detail is shown in the region of the con
traction). The grid spacing distribution is the one described by 
Anderson et al. (1984) and is based on a sinh distribution that 
has been shown to introduce minimum errors in the calculation. 
In the streamwise direction the grid is refined in the region 
close to the constriction and becomes coarser away from it. 

Figure 10 shows the convergence rate for three different 
Reynolds numbers, i.e., Re = 50, 150, and 300, and for both 
a nonorthogonal and an orthogonal grid. Again, no under-
relaxation or artificial dissipation was needed for convergence 
to be otbained. For all Reynolds numbers, the nonorthogonal 
grid cases converge faster than the orthogonal ones. It is also 
seen that the convergence rate decreases as the Reynolds num
bers increases. 

The basic features of the flow field in the near region of the 
constriction are demonstrated in Fig. 11 for the Re = 50 case. 
The flow accelerates as the constriction is approached. Once 
the flow enters the expanding part of the channel, it separates 
under the influence of the adverse pressure gradient. Then it 
reattaches and redevelops in the downstream straight part until 
fully developed conditions are reached. 

Figure 12 shows the pressure distribution at the wall for the 
three different Reynolds numbers. In the initial straight section 
of the channel where the flow is fully developed, the pressure 

1.0 2.0 3.0 4.0 

Fig. 11 Velocity vectors and streamlines for Re = 50 

- Non-orthogonal grid 
Orthogonal grid 

Fig. 12 Pressure distribution along wall for Re = 50, 150, 300 

Fig. 13 Vorticity distribution along wall for Re = 50, 150, 300 

gradient is constant. As the channel converges, the pressure 
starts dropping rapidly reaching a minimum at the point of 
the minimum cross-sectional area. After that, as the flow ex
pands, the pressure recovers and once the flow starts devel
oping again the pressure gradient becomes negative reaching 
eventually the value corresponding to the fully developed flow. 
For the Re = 50 case, results are shown for both a nonorthog
onal and an orthogonal grid. In this case an effort was made 
to obtain a nonorthogonal grid that gave results as accurate 
as an orthogonal one. As seen, the two solutions are very close 
to each other, the maximum difference being of the order of 
3 percent. 

The vorticity distribution along the wall is shown in Fig. 13. 
The vorticity remains constant in the straight section of the 
channel close to the inlet, increasing rapidly as the wall starts 
converging. It peaks at the point where the cross-sectional area 
becomes minimum (x= 2) and drops rapidly as the flow enters 
the diverging part of the channel. The vorticity becomes zero 
at the separation point and turns negative within the recir-
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culation zone. It becomes zero again at the reattachment point 
and increases thereafter to its initial value (that at the inlet) 
as the flow develops in the straight portion of the channel after 
the constriction. As seen the length of the recirculating bubble 
(given by the length of the region of negative vorticity) increases 
with Reynolds number while the separation point moves up
stream. 

Discussion and Conclusions 
A simultaneous variable solution technique for the two-

dimensional incompressible steady Navier-Stokes equations in 
generalized orthogonal and nonorthogonal coordinate systems 
has been developed and tested. It is based on a second-order 
accurate finite-difference formulation of the governing equa
tions. It employs a marching solution technique in which the 
linearized algebraic equations are solved for simultaneously 
along lines perpendicular to the marching direction. 

It is well established that the traditional segregated methods 
require in many cases the use of underrelaxation parameters 
in order to secure convergence. The more modern methods 
based on the approximate factorization technique require the 
introduction of artificial dissipation terms for the same pur
pose. The present technique has not exhibited any convergence 
problems and has not required the use of any underrelaxation 
parameters or artificial dissipation terms, thus demonstrating 
its robustness. 

In terms of computational efficiency no direct comparison 
of CPU times is given here, since, unfortunately, no such 
information is available in the literature for other codes. How
ever, Benocci and Michelassi (1986) report, that using the ap
proximate factorization technique for the solution of the first 
test problem in the present work, 300 to 400 iterations are 
required in order to reduce the residuals to a 10~4 level (using 
a 21 x 21 grid). As seen in Fig. 2 using the current method it 
takes about 70 iterations to reach the same residual level using 
an orthogonal grid and about 35 iterations using a nonorth
ogonal grid. In addition, one iteration in the present methods 
consists of sweeping the computational domain once in the 
marching direction while in the case of the approximate fac
torization technique it consists of two sweeps of the field, one 
in each of the coordinate directions. The computational effort 
required by each sweep is approximately the same in both 
methods given that it involves the inversion a block tridiagonal 
matrix along each coordinate line. 

Therefore, based on the test cases presented in this work, it 
can be said that the above described method is a powerful 

technique for the solution of the incompressible two-dimen
sional steady Navier-Stokes equations in general curvilinear 
coordinate systems, being both computationally efficient and 
robust. 
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The Linear Stability of a Flat Plate 
Boundary-Layer Approaching a 
Cylindrical Obstacle 
The linear stability of the low-speed three-dimensional flow over a flat plate with 
an attached cylinder is studied. The region of interest is upstream of the initial 
separation point and includes the effects of both adverse and favorable pressure 
gradients, as well as crossflow. The resulting boundary-layer is subject to both the 
Tollmien-Schlichting (TS) and crossflow instabilities. Linear stability calculations, 
using N-factor correlations, indicate that the transition process would be dominated 
by TS instabilities, although for low frequencies crossflow-type disturbances are 
important. 

Introduction 
The majority of the flows occurring in nature are three-

dimensional, and for applications such as laminar flow control 
and transition prediction, it is necessary to understand the 
stability mechanisms inherent in these boundary layers. In this 
paper we investigate the stability and transition of the low-
speed three-dimensional boundary layer formed over a flat 
plate with an attached cylinder. This problem provides an ideal 
platform for studying the effects of crossflow and both fa
vorable and adverse pressure gradients on boundary layer sta
bility and transition. 

In a low disturbance environment, the eN method, first used 
by Smith and Gamberoni (1956), represents a viable method 
for estimating the location of the onset of transition. Corre
lations with experimental data over a wide range of flow con
ditions indicate that for Tollmien-Schlichting, Goertler and 
crossflow instabilities, the onset of transition correlates well 
with values of TV ranging from 9 to 11 (see Malik, 1990). Here, 
TV is computed as: 

a(s)ds 
"0 

(1) 

where A0 is the amplitude of the internalized disturbance at 
the location of the onset of instability and a is the correspond
ing growth rate. The majority of TV-factor calculations have 
been performed for two-dimensional or axisymmetric bound
ary layers, or for three-dimensional boundary layers formed 
over swept wings which were computed by employing the con
ical flow similarity transformation in the spanwise direction. 
Exceptions include the works of Cebeci and Chen (1989) and 
Spall and Malik (1990), in which the stability of a low-speed 
boundary layer formed over a prolate spheroid at incidence 
was investigated. In each of these works, excellent agreement 
was obtained with the experimentally determined transition 
location (Meier and Kreplin, 1980) using a value of TV = 10. 
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The stability results presented herein have been computed 
using a modified version of the linear stability analysis code 
COSAL (Malik, 1982). The modifications are limited to ad
ditions necessary to integrate along a curve in a fully three-
dimensional flow field, which requires interpolation of the 
mean flow variables. The boundary-layer solution was com
puted using a second-order accurate finite-difference proce
dure coded by Wie (1990). This procedure employs Matsuno's 
finite-difference method (Matsuno, 1981) and is well suited 
for three-dimensional boundary-layer calculations. 

The three-dimensional boundary-layer considered in this pa
per is subject to both viscous (Tollmien-Schlichting) and in-
viscid Rayleigh waves. The latter instability may be present in 
both two and three-dimensional boundary layers provided the 
velocity profiles are inflected. The presence of an adverse pres
sure gradient, for example, will introduce the inflection point 
in the streamwise velocity profile, while the crossflow velocity 
profile in a three-dimensional boundary layer is always in
flected. In this paper, we classify the instability (whether vis
cous or inviscid) associated with the streamwise velocity profile 
as TS, while that associated with the crossflow velocity profile 
is classified as crossflow instability. 

Numerical Procedure 
The three-dimensional boundary-layer equations for the 

compressible laminar flow in a Cartesian coordinate system 
may be written as: 

continuity equation: 

d d d 
T~ ipu)+— {pv)+— (pw)-
ax ay az 

x-momentum equation: 
du du du 

UT-+V—-+W — 
ox dy az 

dp d / du\ 

dx dz \ az) 

(2) 

(3) 
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Fig. 1 Schematic of cylinder/flat plate configuration. Dash-dot line in
dicates end of computational region. 

^-momentum equation: 
dv dv dv 

u —+ v —+ w 
dz dx dy 

dp d_ 

dy dz 

dv 

dz 
(4) 

energy equation: 
3H dH dH' 

Pi w —— + v —— + w —— 
dx dy dz 

_d_ 

'' dT. 
H 3H 

Pr dz 
(5) 

In the foregoing equations, (w, v, w) are the velocity com
ponents in the (x, y, z) directions (where z is normal to the 
surface), Kis the total velocity given by V = (u2 + v2)w2, H 
is the total enthalpy, Pr is the constant Prandtl number (equal 
to 0.72), and /t is the dynamic viscosity. The perfect gas equa
tions and Sutherland's law are used to close the equation set. 
As shown in Fig. 1, the geometry for the computations is a 
circular cylinder normal to the surface of a sharp leading edge 
flat plate. 

The boundary layer was computed using analytic edge ve
locity boundary conditions (valid for an incompressible flow). 
The inviscid velocity components are given by (Sowerby, 1965): 

u,= U~ 1+ri y (x~x0)
2 

l(x-x0)
2+yU2 

-,,, 2 y(x~x0) 
l(x~x0)

2+y2]2 

(6) 

(7) 

where r0 is the cylinder radius, x0 is the distance from the 
leading edge of the plate to the cylinder axis, and U„ is the 
uniform velocity at infinity in the x direction. We note that 
the freestream conditions employed (discussed in the results 
section) result in a Mach number of 0.11, which justifies the 
use of the incompressible inviscid solution. 

A Levy-Lees type transformation is used in order to remove 
the singularity at x = 0. This transformation is of the form: 

x = x,y = y, f= (8) 

Matsuno's finite-difference scheme is used to advance the 
solution in the streamwise direction (see Matsuno, 1981; Wie, 
1990). The scheme is half-implicit in the f (transformed wall-
normal coordinate) direction, explicit in the y direction, non-
iterative and second-order accurate. 

The stability results presented in this paper have been ob
tained using a modified version of the linear stability code 
COSAL. The modifications include provisions to accept fully 
three-dimensional boundary-layer profiles. In COSAL, a par
allel flow approximation is employed, and the disturbed flow 
(say the u component) may be represented as: 

u(x,y,z, t) = U(z) + m(z)enax+ey-u,) (9) 

where a, fi are the disturbance wave numbers in the x and y 
directions, respectively, and co is the disturbance frequency. 

The compressible, linear (small e) stability equations can be 
represented as: 

dzr dz 
(10) 

where $ is a five element vector defined as [ati + (3d, w, p, 
T, av - (3u\ and the elements of the A, B, and C matrices 
are given in Malik and Orszag (1987) and in Malik (1989). This 
system is solved subject to the boundary conditions: 

*i = *2 = $4 = $5 = 0 at z = 0. 

*i> *2> *4. *5 —0 as z—co 

(Ha) 

(116) 

The above system provides, given the Reynolds number R, 
a complex dispersion relation of the form: 

o) = o}(a, 13) (12) 

For temporal theory which is used in COSAL, a and (3 are 
real and u> is complex. The temporal theory results in a linear 
eigenvalue problem for co, allowing a direct analysis using 
generalized eigenvalue techniques. The stability equations are 
discretized using a second-order accurate finite-difference for
mulation on a staggered grid, eliminating the need for pressure 
boundary conditions. 

For the temporal problem the dispersion relation contains 
four arbitrary parameters, a, (3, «„ and w,-. The envelope method 
is used to prescribe the mode whose growth is integrated in 
the N-factor calculation. This requires the specification of the 
real frequency ojr and the maximization of the growth rate OJ, 
with respect to wave numbers a and /3. This procedure uniquely 
determines the wave numbers, and the wave orientation can 
then be defined as: 

iA = tan~'(/3/a) (13) 

A disturbance of fixed frequency or, whose temporal growth 
rate is a maximum, satisfies the condition that the group ve
locity ratio (cop/coo) be real (Malik, 1990). The group velocity 
angle 

$ = tan (up/oia) (14) 

provides the direction in which the integration of amplification 
rates is carried out for the A^-factor procedure. To perform 
the integration, the temporal amplification rate w, needs to be 
converted to a spatial rate, which is accomplished using the 
group velocity transformation (Gaster, 1962). The disturbance 
amplitude at some downstream location is given as A = A0 

eN, where A0 is the amplitude of some disturbance at the critical 
point. The onset of transition is assumed to occur when N 
reaches some predetermined value, typically in the range of 9-
11. 

Results and Discussion 

Results are presented for the stability of a low-speed bound
ary-layer formed over a flat plate with an attached cylinder. 
The geometry is schematically shown in Fig. 1. The cylinder 
radius, r0, is given as 0.5 ft (0.1542 m). The distance from the 
leading edge of the flat plate to the axis of the cylinder is 7.5 
r0. Calculations were made with the free-stream axial velocity 
fixed at U„ = 125.4 ft/s (38.22 m/s), the free-stream tem
perature at Tm = 518 deg R (287.8° K) and the free-stream 
pressure at Po„ = 2116psf (101.3 kPa). These conditions result 
in a Reynolds number of 800,000/ft (2,624,670/m) and a free-
stream Mach number of 0.11. The above geometry and flow 
conditions were chosen to provide a mean flow that exhibits 
a wide variety of stability behavior. In addition, the geometry 
provides for a short approach region (near the leading edge 
of the plate) in which the adverse pressure gradient and cross-
flow Reynolds numbers are relatively small. Finally, we note 
that in the presentation that follows, distances have been made 
nondimensional with respect to the length scale L = 1.0 ft 
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Fig. 2 Contours of constant pressure coefficient 

(0.3084 m), which, in the present case, is equal to the cylinder 
diameter. 

The analytic inviscid velocity distribution (given by Eqs. (6), 
(7)) was used in the solution of the boundary-layer equations. 
The corresponding free-stream pressure distribution, which is 
imposed at the edge of the boundary layer, is shown in Fig. 2 
for 0 < x < 2. (We limit the domain to 0 < x < 2 since the 
boundary layer separates at x « 2.05, y = 0. This limit is also 
indicated in Fig. 1 by the dashed vertical line.) The contours 
indicate that an adverse pressure gradient exists in the stream-
wise (x) direction along the y = 0 symmetry line. Off the line 
of symmetry, for 0 < y < 1.0, the contours indicate, in 
addition to the adverse gradient in the streamwise direction, 
there exists a favorable pressure gradient in the transverse (y) 
direction. Beyond y = 1.0, the streamwise pressure gradient 
changes signs (from adverse to favorable for increasing (x)), 
although the transverse gradient remains favorable. This trans
verse pressure gradient provides for the three-dimensionality 
of the boundary-layer and is responsible for the development 
of cross-flow (i.e., a component of the velocity within the 
boundary layer that is perpendicular to the local inviscid flow 
direction). The adverse streamwise pressure gradient along the 
symmetry line results in velocity profiles containing points of 
inflection, while the favorable streamwise gradients at large 
transverse distances promote full, inflection-free velocity pro
files. Thus, we can expect to find viscous Tollmien-Schlichting, 
and inviscid inflectional instabilities (both of the streamwise 
and crossflow velocity profiles) in the resultant boundary layer. 

The boundary layer was computed using 101 equally spaced 
points in the wall normal direction (A17 = 0.1), and grid spac-
ings of Ax = 0.1r0 in the streamwise direction and Ay = 0.1/o 
in the transverse direction. To assess the sensitivity of the 
boundary layer to grid refinement, additional calculations were 
made by halving the grid size in the streamwise and transverse 
directions. Essentially no difference was found in the resulting 
velocity profiles or the location of separation. The boundary 
layer computed using grid spacing Ax = Ay = 0.1r0 was used 
in the stability calculations that follow. We note that the cyl
inder/flat plate boundary layer has previously been computed 
by a number of investigators, including Dwyer (1968), Fillo 
and Burbank (1972), and Cebeci (1975). 

The cross-flow Reynolds number is often used as a guide in 
estimating the location of transition due to crossflow insta
bility. Poll (1984) provides a detailed discussion of this topic. 
For incompressible flows, crossflow Reynolds numbers on the 
order of 200 provide an approximate upper limit for the ex
istence of laminar flow; that is, it is unlikely that laminar flow 
can be sustained in regions where the crossflow Reynolds ex
ceeds = 200. We present in Fig. 3 the computed cross-flow 
Reynolds number, Rec/ = t/„50.i/V, corresponding to the pre
viously described configuration, where U„ is the maximum 
velocity in the crossflow direction and <50.i is the distance from 
the wall at which the crossflow velocity decreases to 0.1 U„. 

Crossflow Reynolds No. 
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Fig. 3 Contours of constant crossflow Reynolds number 

Figure 3 indicates that the maximum cross-flow Reynolds num
ber is greater than 250, and thus, based on the above discussion 
we expect cross-flow-type disturbances to be important in the 
stability/transition analysis for this flow. Note that for x < 
1.0, the crossflow Reynolds numbers are relatively small at all 
transverse locations. Of course, along the symmetry line the 
cross-flow Reynolds number is zero for all x. Figures 2 and 3 
will be useful in the discussion and interpretation of the stability 
results that follow. 

In the remainder of this section we present integrated am
plification rates (A-factors) and stability characteristics in the 
form of contour plots. Recall (from the section on the nu
merical method) that we have chosen the envelope method to 
prescribe the mode whose growth is integrated in calculating 
the A-factor. This requires the specification of the real fre
quency, / ; the growth rates are then maximized with respect 
to the disturbance wave numbers a and /3. We present results 
for three frequencies,/ = 100, 500 and 1000Hz. 

Contours of constant N are shown in Figs. 4(a-c) f o r / = 
100, 500, and 1000 Hz, respectively. We note that the onset 
of transition is usually assumed to occur (based on correlations 
with experimental data) when A reaches a value of 9 to 11. 
Thus, we see that for the frequencies shown, and within the 
computational domain, that A reaches 9 only for the frequency 
/ = 500Hz. For this frequency, the maximum value of A" occurs 
slightly off the symmetry line (at y « 0.15), and reaches a 
value of A = 10. We also note the absence of gradients in the 
transverse direction, especially for smaller values of x. At larger 
values of x, a gradient in the transverse direction forms, in
dicating a significant change in the boundary-layer stability 
characteristics with respect to a constant frequency disturb
ance. This will be discussed further when we present contours 
of the growth rates. Contours of constant A for the case / = 
100 Hz reveal a maximum A"of approximately 2.25. This occurs 
at y ~ 0.75, which also corresponds to the region in which 
the cross-flow Reynolds number is a maximum. The initial 
instabilities are also seen to occur downstream of those for the 
case / = 500 Hz. The final frequency examined,/ = 1000 Hz, 
reaches a maximum value of A ~ 7.0 along the^ = 0 symmetry 
line. In addition, the initial instabilities occur upstream of those 
for the case / = 500 Hz. We also note that the A-factor 
decreases beyond x = 1.2 for y > 1.0. 

The above behavior in A^-factor calculations will be further 
investigated in the remainder of the paper by examining con
tour plots of growth rates and disturbance wave angles and 
wavelengths. We will also look at the direction of disturbance 
propagation as determined by the group velocity vector. We 
also note that it is possible that some intermediate frequencies 
may result in values of N = 10 at some location for x < 2.0. 

A contour plot of the growth rates for the disturbance fre
quency/ = 100 Hz is shown in Fig. 5(a). Recall that the growth 
rates have been maximized with respect to the disturbance wave 
numbers a and /3, and the corresponding contour plots of 
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Fig. 4 Contours of constant N-factor for various disturbance 
frequencies, f 

Wavelength 

C 

B 

A 

9 

8 

7 

6 

5 

4 

3 

2 

1 

16.0 

15.0 

14.0 

13.0 

12.0 

11.0 

10.0 

9.0 

8.0 

7.0 

6.0 

5.0 

Fig. 5(c) Wavelength 

Fig. 5 Disturbance characteristics for constant I = 100 Hz disturbance 

constant wave angle and wavelength are shown in Figs. 5(b-
c), respectively. From Fig. 5(a) we see that the initial insta
bilities take place well off the symmetry line (y > 1.0) for x 
> 1.0. Along the symmetry line, the flow is stable until x « 
1.7. The maximum growth rates occur in the region near y » 
0.7 and x = 2.0. By comparing with Fig. 3 we see that increasing 
growth rates correlate with levels of increased crossflow Reyn
olds number. This indicates that at this relatively low frequency 
the instability is of the crossflow type over most of the domain. 
Of course, as one approaches the symmetry line, where the 
crossflow Reynolds number is zero, this is not the case. 

Further evidence that these are crossflow type instabilities 
can be inferred from the contours of constant wave angle and 
wavelength shown in Figs. 5(b-c), respectively. Typically, cross-
flow disturbances are characterized by wave angles oriented 
nearly perpendicular to the local inviscid streamlines of the 

flow. As shown in Fig. 5(b), the magnitudes of the most un
stable wave angles are greater than 80 deg over most of the 
unstable region. Near and along the symmetry line, the mag
nitudes of these wave angles diminish to approximately 60 deg. 
Crossflow instabilities are also characterized as relatively short 
wavelength disturbances. We see from Fig. 5(c) that the ratio 
of \/5o.995 is less than 6.0 over most of the region. Again, as 
•the symmetry line is approached the most unstable wavelength 
increases rapidly to values as high as 16.0. Thus, f o r / = 100 
Hz, the boundary layer is most susceptible to crossflow-type 
instabilities except near the symmetry line where TS type in
stabilities may be present. This accounts for the fact that the 
/Y-factors are a maximum away from the symmetry line and 
correlate with the contours of crossflow Reynolds number. 

The growth rates for the case / = 500 Hz are shown in Fig. 
6(a). Here we see that the neutral curve is located upstream 
relative to the neutral curve for the disturbance/ = 100 Hz. 
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Fig. 7 Disturbance characteristics for constant / = 1000 Hz 
disturbance 

In addition, maximum amplification rates have increased, and 
now occur along and near the symmetry line. This indicates 
that the maximum growth rates are now of the TS type and 
are enhanced by the adverse pressure gradient, which is max
imum along the symmetry line. As was apparent from the TV-
factor contours, the growth rates are nearly constant with 
respect to the transverse location for x < 1.2. Beyond this 
axial location, the growth rates diminish as a function of in
creasing transverse distance (for constant axial location). This 
is due to pressure gradient effects—as the transverse distance 
is increased, the adverse pressure gradient is lessened (see Fig. 
2). 

Additional information can be gained by examining the con
tours of constant wave angle and wavelength, which are shown 
in Figs. 6(b-c). Along the symmetry line, the magnitude of the 
most amplified wave angle rapidly decreases from \j/ « 55 deg 
at the initial instability to i/< = 0 at x = 1.1. Beyond this 

location the most amplified wave angle remains near \j/ = 0. 
For larger transverse distances we see that the magnitude of 
\j/ is generally in the range of 20 deg < \j/ < 60 deg. As shown 
in Fig. 6(c), the longest wavelength disturbances correlate with 
the location along the symmetry line at which \j/ approaches 
0 deg. At this location, the ratio of X/50.995 is approximately 

• 11.5. As the disturbance moves downstream, the ratio de
creases to approximately 8.0, consistent with the increasing 
thickness of the boundary layer. Away from the symmetry line 
we see that generally, A/<5o.995 < 9.0. Based on Figs. 6(a-c) it 
is apparent that the TS instability near the symmetry line is 
most amplified, and responsible for transition (based on N = 
10). Off the symmetry line, the instability displays character
istics that are intermediate between TS and crossflow insta
bilities. 

The growth rates for the disturbance/ = 1000 Hz are shown 
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most unstable disturbance is small. Only in the region where 
the favorable pressure gradient exists, and the boundary layer 
is stable, are the wave angles relatively large. For all transverse 
locations, the most unstable wavelength is approximately 11.0 
at the neutral curve, and decreases continuously to 5.0 at x = 
2.0. This indicates that these disturbances are of the TS type 
over the entire region. 

As discussed in the numerical procedure section, the growth 
rates are integrated along a path determined by the real part 
of the group Velocity vector. Contours of the resulting dis
turbance propagation angle (measured with respect to the local 
inviscid flow direction) are shown in Figs. S(a-c) f o r / = 100, 
500 and 1000 Hz disturbances, respectively. These figures in
dicate that in regions where the growth rates are comparatively 
large, the disturbance propagation angle is nearly aligned with 
the free stream inviscid velocity vector. For instance, for the 
case / = 100 Hz away from the symmetry line where the 
crossflow is large (and thus the growth rates are relatively high) 
the propagation angle is within 2 deg of the inviscid velocity 
vector. For the cases / = 500 and 1000 Hz, the propagation 
angle is aligned in the streamwise direction along the down
stream portion of the symmetry line (again, where the growth 
rates are high). 

However, the computed propagation angle is large in the 
region where the growth rates are small. This is especially 
apparent along the symmetry line for the / = 100 Hz dis
turbance, which is highly oblique. Strictly speaking, the single 
normal mode analysis becomes particularly questionable along 
the line of symmetry for oblique disturbances. Perhaps, the 
harmonic point source analysis (Gaster, 1975; Balakumar and 
Malik, 1991) can be used to obtain more realistic information 
regarding wave propagation along the line of symmetry. 
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in Fig. 1(a). The corresponding wave angles and wavelengths 
are shown in Figs. l{b-c), respectively. As was the case f o r / 
= 500 Hz the maximum growth rate at any axial location 
occurs along the symmetry line. We do note the occurrence of 
a local maximum zix = 0.8 and a local minimum at x ~ 1.4. 
This is undoubtedly due to pressure gradient effects. Beyond 
x - 1.4 the increasingly severe adverse pressure gradient begins 
to dominate the instability, halting the decline in growth rate 
(which would be expected to occur in the absence of a pressure 
gradient). At large transverse distances (y > 1.0), forx > 1.4, 
the boundary layer is stable to the 1000 Hz disturbance. This 
again can be attributed to the pressure gradient—Fig. 2 in
dicates the existence of a favorable pressure gradient in this 
region. At 1000 Hz, one would expect the most amplified 
disturbance to be of the TS type, and this is affirmed by the 
contours of constant wave angle and wavelength, shown in 
Figs. l{b-c). Over most of the region the wave angle of the 

Conclusions 
The results for the linear stability of a low-speed three-

dimensional boundary-layer formed over a flat plate with an 
attached cylinder have been presented. The results indicate that 
transition, as predicted by the e^ method, first occurs along 
or near the v = 0 symmetry line and is due to Tollmien-
Schlicting type disturbances. However, crossflow disturbances 
are most amplified at lower frequencies. 
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Boundary-Layer Transition in 
Accelerating Flows With Intense 
Freestream Turbulence: Part 1 — 
Disturbances Upstream of 
Transition Onset 
Hot-wire anemometry was employed to examine the laminar-to-turbulent transition 
of low-speed, two-dimensional boundary layers for two (moderate) levels of flow 
acceleration and various levels of grid-generated freestream turbulence. Flows with 
an adiabatic wall and with uniform-flux heat transfer were explored. All of the 
experimental test cases resulted in bypass-mode transitions, a conclusion based upon 
the observance of spots upstream of the theoretical minimum critical Reynolds 
number (three cases) or, for one case, upon the evidence that T-S mode amplification 
played no apparent role in the transition. Data obtained for the preonset stage 
indicate that the streamwise-component fluctuation-amplitude distributions, fre
quency distributions and outer-region waveforms of these bypass-mode transitions 
were similar to those reported in the literature for low-freestream-turbulence tran
sitions. Within the zone upstream of the first appearance of turbulent spots: (1) 
The near-wall (Y < 5/2) fluctuations were predominantly low-frequency (frequency 
approximately 1/5 of that of the most amplified T-S disturbances). (2) The max
imum streamwise-component fluctuations occurred over the altitude band 0.3 < 
Y/h < 0.4. (3) Very strong negative "spikes" in streamwise velocity were observed, 
just upstream of spot initiation, at boundary-layer altitudes near Y/h = 0.6. 

Introduction 
Until recently, nearly all in-depth investigations of incom

pressible boundary layer transition have been conducted in 
flows with weak freestream turbulence (see the reviews of Resh-
otko, 1976; Morkovin, 1977; and Arnal, 1984). The present 
study differs from this earlier work in that it examines tran
sition in the presence of much higher levels of freestream tur
bulence. Such transition can have important engineering 
consequences, particularly in flows with negative streamwise 
pressure gradients where the acceleration stabilizes the bound
ary layer and extends the transitional zone. For example, the 
location and extent of transition on gas turbine airfoils strongly 
affects aerodynamic losses and heat load distributions. 

Earlier studies of flows with negligible freestream turbulence 
have established that for such conditions, Tollmien-Schlichting 
(T-S) waves evolve from unstable-frequency disturbances 
downstream of a critical Reynolds number (Rec). If these pri
mary waves reach sufficient magnitude before crossing branch 
II of the neutral stability curve then a stage of nonlinear wave 
amplification ensues. The nonlinear stage is followed by strong 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 16, 1991. Associate Technical Editor: D. P. Telionis, 

transverse three-dimensional developments (Klebanoff et al., 
1962). Comparisons between the characteristic behavior of 
such T-S mode transitions and the phenomena observed in the 
present study will be given in the body of the paper. 

Second, it has been demonstrated in several studies involving 
weak but finite freestream turbulence that a natural broad
band disturbance signature is generated within the boundary 
layer. Arnal et al. (1977), Kendall (1985), and Suder et al. 
(1988) have examined the weak-freestream-turbulence case and 
have independently shown that the fluctuation spectra were 
dominated by random, low-frequency, high-amplitude dis
turbances. Furthermore, Kendall (1985) has demonstrated that 
these low-frequency disturbances were narrow laterally (span-
,wise extent of a few boundary layer thicknesses). The ampli
tudes of these low-frequency disturbances were enormous 
compared to that of T-S waves; about an order of magnitude 
greater than that reached at the end of the linear amplification 
range for a conventional transition. 

The present experiments were conducted with various com
binations of streamwise acceleration and high levels of 
grid-generated freestream turbulence. The study focused on 

-transitions in accelerating flows because of the potential utility 
of the results to turbomachinery design and because the phys-
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ical extension of the zone of transition made it feasible to 
obtain meaningful laboratory measurements. Particular em
phasis was placed on examination of the spectral distribution 
of fluctuations near the onset of spot formation. 

Experimental Arrangement 

Wind Tunnel. The experiments were all conducted in the 
United Technologies Research Center Boundary Layer Wind 
Tunnel, a closed-loop driven by a centrifugal blower. A com
plete description of this facility including details of the bound
ary layer probe traverse system, the pressure data acquisition 
system and a series of facility qualification tests is given in 
Blair et al. (1981). 

Test boundary layers developed along the flat, smooth upper 
wall of the test section, sketches of which are presented in Fig. 
1. Two flat-wall test surfaces were employed in this study. One 
test surface consisted of a smooth aluminum plate with stream-
wise and spanwise rows of static pressure taps. A separate 
matrix of ports for mounting flush hot-film gages was also 
incorporated in this plate. The second boundary layer test 
surface was a uniform heat flux electrically heated plate in
strumented for the measurement of local convective coeffi
cients. Details concerning the geometry and instrumentation 
of the test-surface leading edge and the heated flat plate model 
are presented in Blair et al. (1981). In qualification tests per
formed with this heat transfer plate (Blair, 1983) streamwise 
heat transfer distributions were measured for both laminar and 
fully turbulent two-dimensional, zero-pressure-gradient flows. 
Measured distributions agreed within 2 percent of well-estab
lished boundary-layer heat transfer correlations for the re
spective flows. 

Anemometry and Signal Processing. Measurements of the 
test section freestream turbulence characteristics were obtained 
using standard commercial single-element cylindrical hot-film 
and dual-element x film probes driven by linearized constant 
temperature anemometers. Mean flow and angular sensitivity 
calibration coefficients for the probes were obtained in a cal
ibration jet. Distributions of the streamwise integral length 
scale were determined from autocorrelations generated with a 
Saicor Model SAI-42 Correlator and Probability Analyzer op
erated in the d-c coupled mode. Spectral density distributions 
were determined with an SD 340 MICRO FFT Analyzer. 

A separate anemometry system, considerably different from 
the above, was employed to obtain the boundary layer tur
bulence data. In order to achieve adequate spatial and spectral 
resolution, platinum-plated-tungsten 2.5 (im dia. wires with 
0.50 mm active length were installed in boundary-layer-type 
probes. The transverse separation between wires in the x arrays 
was 0.35 mm, a value chosen to produce a high correlation 
coefficient and minimal cross-talk between wires. Fulachier 
and Dumas (1976) employed a very similar sensor arrangement 
for boundary layer studies. Additional details of the probe 
design are given in Blair and Bennett (1987). 

The hot-wire probes were driven with constant temperature 
anemometer units. Standard square-wave techniques were used 
to assure that the sensor anemometer frequency response ex-

WEDGE NUMBER 1 
NOMINAL ACCELERATION K=0.2x 10" 

BOUNDARY LAYER 
TEST WALL 

JLtsss 

CONTRACTION 
. EXIT . 

WEDGE NUMBER 2 
NOMINAL ACCELERATION K=0.75x10" 

BOUNDARY LAYER 
TEST WALL 

10 cm 

CONTRACTION 
EXIT 

Fig. 1 Schematic of test configurations 

ceeded 50 KHz. The anemometer outputs were passed through 
5 KHz low-pass anti-aliasing filters to a four-channel, simul
taneous sample-and-hold high-speed digitizer. A buck-and-
gain (DC offset/AC amplifier) system was utilized to take 
advantage of the full 12-bit resolution of the digitizer. Signals 
were sampled for 5 seconds at 7813 samples/s/channel. The 
bandwidth of frequency resolution, then, was 1/5 to 3900 Hz. 
A minicomputer with 800 K Bytes available RAM was used to 
control the digitizer and temporarily store a stream of data. 
Longer term storage of the raw voltage-time records was 
achieved using 25 M Byte hard disks and digital tape. Reduction 
of the voltage-time records to velocity-time and velocity sta
tistics was also accomplished using the minicomputer. 

The mean flow and angular sensitivity characteristics of the 
boundary layer probes were determined in a calibration jet. A 
least-squares technique was used to determine an optimum 
coefficient to fit the Champagne et al. (1967) angular law for 
each wire. Details of the data reduction procedures are given 
in Blair and Bennett (1987). For most of the wires the cali
brations indicated an optimum coefficient within the range 
0.10 < k < 0.15. This range was slightly less than the value 
determined as typical (K = 0.2) for a l/d = 200 wire by 
Champagne et al. (1967). 

Measurements of local wall shear were obtained on the flat 
aluminum plate model using TSI Model 1237W flush surface 
gages (sensor dimensions 0.12 x 1.0 mm). The voltage versus 
time-mean shear relationship of the gages was assumed to 
conform to the usual T1J3 = AE2 + B equation of Bellhouse 
and Schultz (1966). The gages were calibrated in situ in both 
zero pressure gradient and accelerating, artificially tripped tur
bulent boundary layer flows. 

For the actual transitional test flows, signals from the surface 
hot-film gages and boundary-layer hot-wire probes were re
corded simultaneously with the high-speed digitizer system. 

u , 

K = 
Re = 
St = 
T --

J , W = 

U = 

= acceleration parameter 
= Reynolds number 
= Stanton number 
= turbulence intensity 
= fluctuating velocity 

components 
= mean streamwise veloc

ity 

u'2(f) --

X --

Y = 
8 = 

= velocity fluctuations 
(squared) per Hertz 

= distance from leading 
edge 

= distance from wall 
= boundary layer thick

ness (U (long term aver 
age)/f/e = 0.99) 

6* = 

Subscripts 

displacement thickness 
momentum thickness 
kinematic viscosity 

freestream 
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Fig. 2 Velocity distributions along test walls, (a) 2.3° wedge (wedge 1), 
(b) 5.4° wedge (wedge 2). 

The surface hot film system bandwidth was limited by the 
sampling rate of the digitizer (7813 samples/s). At this sampling 
rate and for the typical incipient spot velocity (about 10 m/s) 
the minimum spot size detectable was approximately 2 mm or 
about 5/2. 

Test Conditions 

Test Matrix. Boundary-layer transition was examined for 
four combinations of streamwise acceleration and freestream 
turbulence level. Two acceleration levels were employed. The 
acceleration parameter K = v/U2dU/dx and a turbulence-
generating-grid identification number associated with each flow 
are given in Table 1. 

Velocity distributions computed from the test surface mid-
span static pressure distributions measured for the two accel
eration levels are presented in Fig. 2. The velocity distributions 
measured for the various turbulence grids agreed with the 
sample data of Fig. 2 within 1 percent and are omitted for 
clarity. Off-midspan static pressure data indicated that trans
verse gradients were negligible along the entire test surface for 
both wedge configurations. In addition, ink-streak surface flow 
visualization tests confirmed that the corner secondary flows 
were weak and that the flow along the test surface was two-
dimensional over the central 75 cm of the tunnel span. 

Instability Calculations. The boundary-layer code of Ed
wards et al. (1982) was employed to compute the integral thick
ness distributions of the developing laminar boundary layers 
for each of the two acceleration levels. (During the course of 
the program, it was confirmed that these predictions were in 
excellent agreement with integral thicknesses computed from 
mean velocity profile data.) Next, the stability charts of Waz-
zan et al. (1968) (linear theory/parallel flow) were employed, 
using interpolation, to predict the distributions of the minimum 
critical Reynolds number, Rec, for both accelerations. Finally, 
the zero-pressure-gradient results of Gaster (1974) were used 
to estimate the impact of the boundary layer growth (non-
parallel theory) on the respective critical Reynolds number 
distributions. Gaster's computations for zero-pressure-gra
dient flows indicate a reduction of approximately 100 in Rec. 
Since boundary-layer growth effects would certainly be less 
important for accelerating flows, a reduction of 100 in Rec was 
used as a conservative estimate of the maximum possible non-
parallel effect for these present test conditions. 

Fig. 3 Computation of the local and critical Reynolds number for the 
two velocity distributions. Predictions; — l o c a l , critical Re6* 
(parallel theory), ; . . critical Re^ (nonparallel theory). 

DISTANCE FROM LEADING EDGE 

Fig. 4 Distributions of turbulence intensity in the test sections, (a) Total 
turbulence for the four test cases; A , K = 0.20 x 10"6/grid 1, v , K = 
0.20 x 10_6/grid 2, • , K = 0.75 x 10_6/grid 2, o, K = 0.75 x 10 - 8 / 
grid 3. (b) Turbulence components for one test case; o , u'lU, v , w'lU, 
O, v'lU. Both (a) and (by. open symbols x-hot films, solid symbols x-hot 
wires. 

The results of these computations are presented in Fig. 3. 
Figure 3(a) reveals that for the K = 0.2 x 10 - 6 cases the test 
boundary layers were sub-critical for about the first 9 cm of 
development. For the remaining distance, the computations 
indicate that the boundary layers were supercritical for imposed 
disturbances within the range of unstable frequencies. For the 
K = 0.75 x 10~6cases, Fig. 3(b), the computations indicated 
that the boundary layers were subcritical at all locations. These 
results show that for the lower acceleration level the test bound
ary layers were vulnerable to conventional (T-S) transition. 
For the higher acceleration level, however, only "bypass-mode'' 
(Morkovin, 1977) transitions were feasible. 

Freestream Turbulence Intensity. The wind tunnel residual 
turbulence intensity was approximately 0.20 percent at the 
contraction exit with a slight decrease along the test section. 
The higher freestream turbulence levels required for this study 
were generated using square-array biplane grids located at the 
entrance to the main tunnel contraction (contraction ratio 
2.8:1—see Fig. 1). Three grids were employed, all having mesh/ 
bar-width ratios of approximately 5 and about 63 percent open 
area. The data given by Baines and Peterson (1951) indicate 
that the turbulence generated by these grids should have been 
fully established at the test surface leading edge. The grids will 
be referred to as grids 1, 2, and 3 corresponding to mesh widths 
of 2.22, 6.51, and 17.8 cm, respectively. 

The distributions of all three freestream components were 
documented for each combination of test-section insert and 
turbulence grid. Surveys of the streamwise distributions of the 
integral length scale and the spectral content of the streamwise 
component were also recorded. 

The test section streamwise distributions of total turbulence 
intensity T, where 

T= | 1 / 3 ( M ' 2 + I> 2 + w'2)/Ue (1) 

for the four grid/acceleration combinations are shown in Fig. 
4(a). The plotted values represent the average of all samples 
taken at that streamwise location. Uncertainty bars indicate 
the range of measured data for cases where all values did not 
fall within the plotting symbol. It can be seen that streamwise 
decay was the strongest, by far, for grid 3 and that the grid 2 
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distributions were only slightly dependent on the acceleration 
level. 

Two sets of data are included in Fig. 4(a). The freestream-
survey data obtained with the linearized hot-film system are 
represented by the open symbols. The solid symbols indicate 
the turbulence levels measured with the analog/digital hot
wire system at the edge of the boundary layers. The agreement 
between these independent measurements is seen to be excel
lent. 

A representative sample of the multicomponent turbulence 
intensity distributions, the data of case K.20G1, are shown in 
Fig. 4(b). These data indicate that the freestream turbulence 
was nearly isotropic. For all test cases, the relationship between 
the magnitudes of the three components was v' > w' > u' 
with the differences decreasing along the test section. Again, 
good agreement resulted between the linearized hot-film and 
digitally sampled hot-wire data (frequency range 0.2 Hz < f 
< 3.9 KFQ. 

The freestream turbulence intensity, length scale, and spec
tral distribution data for all acceleration/grid combinations 
are presented in Blair and Werle (1981). 

Acoustic Disturbances. A number of axial and cross-duct 
acoustic disturbances were present in the test section during 
tunnel operation. These disturbances appear in the signals of 
the hot-wire and surface-hot-film sensors and must be differ
entiated from those effects associated with the boundary layer 
transition process. A description of the techniques used to 
identify the various acoustic signatures present in the test sec
tion is given in Blair (1991). In brief, acoustic signals (and 
their harmonics) which appear on the various spectral-distri
bution plots presented in this paper will be labeled as A (345 
Hz), or B (1320 Hz). 

Turbulent/Nonturbulent Decisions 
During data acquisition, signals from the boundary layer 

hot-wire probes and surface hot-film gages were sampled con
tinuously with the high speed A/D data system for blocks of 
five seconds duration. Data for each channel were compiled 
into continuous separate records stored on magnetic tape. Dig
ital analysis techniques were subsequently employed to distin
guish turbulent from nonturbulent sections of the records. A 
thorough description of the detector functions, smoothing pe
riods and threshold values employed for the turbulent/non-
turbulent decision making process is given in Blair (1991). 
Comparison of turbulent/nonturbulent decision-based statis
tics acquired with single-wire and x-wire probes ((du'/dt)2 and 
(du'v'/dt)2 detector functions, respectively) for the same con
ditions showed excellent agreement. 

The performance of the turbulent/nonturbulent discrimi
nation system was evaluated for sample records covering the 
entire range of freestream turbulence intensities, intermitten-
cies and boundary layer altitudes tested. These evaluation tests 
indicated that the demarcation between the turbulent and non-
turbulent zones was so sharp that the zonal discrimination was 
relatively insensitive to the threshold values employed. 

Results and Discussion 

Heat Transfer. In order to introduce the general charac
teristics of the experimentally generated transitions, the first 
results presented will be the transitional heat transfer distri
butions (Figs. 5(a) and 5(b)). These particular data provide a 
clear indication of the location and extent of the transitions 
produced by the various acceleration/grid combinations. Each 
figure includes data obtained with specified turbulence grids 
installed and with only the tunnel residual turbulence (T ~ 
0.2 percent). Laminar and fully turbulent heat transfer dis-

0 50 100 150 200 
X-cm 

Fig. 5 Distributions of heat transfer along the test plate for various 
acceleration/freestream turbulence combinations, o, no grid; A , grid 1; 
D , grid 2; v, grid 3; numerical boundary layer code predictions, 
laminar,... turbulent. 

tributions predicted for these accelerations by the finite-dif
ference boundary layer analysis of Edwards et al. (1982) are 
also presented. The data for the residual turbulence cases were 
in excellent agreement with their respective laminar predictions 
indicating a complete absence of transition for both acceler
ations. It is interesting to note that transition was not detected 
for the no-grid case for K = 0.2 x 10~6 even though the 
results of Fig 3(a) indicate that the boundary layer was su
percritical downstream of X = 9 cm. No high-frequency-re
sponse (surface hot-film or boundary layer probe) data were 
obtained for the no-grid cases so it is not known if T-S waves 
or widely space spots, which would not influence the mean 
heat transfer, were present in the supercritical zone. 

The heat transfer instrumentation pattern covered the central 
60 percent of the uniform heat flux wall. Variations of the 
measured Stanton numbers across this central span generally 
did not exceed 3 percent of the local mean value for the laminar, 
transitional or fully turbulent regions. The single largest span-
wise variations (±10 percent) in measured Stanton number 
were observed at a station about one-third through transition. 

The results for the various grid/acceleration combinations 
demonstrate the expected interplay of the effects of freestream 
turbulence and acceleration on transition. For both accelera
tion levels, increases in the freestream turbulence intensity 
produced earlier transition onset and reduced transition length. 
The capacity of increased acceleration to delay and extend a 
transition for nearly the same freestream turbulence intensity 
can be seen by comparing the K.20G2 and K.75G2 cases. For 
both acceleration levels the post-transitional heat transfer dis
tributions agreed very well with the fully turbulent boundary-
layer predictions. 

Particular attention should be given to the K.20G1 heat 
transfer results since this will be the "sample case" for which 
boundary layer turbulence data will be presented. Note that 
for this case there were extended regions of both laminar and 
transitional heat transfer. The minimum Stanton number is 
seen to be located at about x = 65 cm. 

Disturbances Upstream of Transition. The development of 
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Fig. 6 u' amplitude distributions in the boundary layer for four pre-
transitional streamwise stations for K = 0.20 x 10~6and grid 1 

disturbances upstream of boundary-layer transition was stud
ied using single-element hot-wire probes and surface thin-film 
gages. The hot-wire profile and wall-shear data were obtained 
simultaneously at the same streamwise locations but at span-
wise locations offset 1.2 cm. Statistics of the velocity and wall-
shear fluctuations were computed for each 5 second-length 
record. Spectral distributions of the velocity and shear-stress 
records were computed with an FFT routine contained in a 
commercial signal processing package. 

Most of these pretransitional disturbance measurements were 
obtained for the K.20G1 case as this provided an extended 
region of pretransitional flow. Data were obtained at four 
stations (x = 32.5, 42.7, 52.8, and 63.0 cm) all of which were 
upstream of the location where the minimum Stanton number 
was observed (see Fig. 5(a)). As can be determined from an 
examination of Fig. 3(a) linear instability theory predicts the 
boundary layer to be supercritical at all these stations. 

The streamwise development of the u' amplitude distribu
tion within the boundary layer for the K.20G1 case is shown 
in Fig. 6. The streamwise evolution of both the shape and 
magnitude of these pretransitional amplitude-altitude distri
butions was consistent with results obtained in numerous 
independent studies of zero-pressure-gradient, low-freestream-
turbulence flows. See, for example, the results of Arnal et al. 
(1977), Wang et al. (1985), Kendall (1985), and Suder et al. 
(1988). Figure 6 reveals that for all stations a rounded ampli
tude maximum was observed at about 5/3. The magnitude of 
this amplitude maximum increased progressively with increas
ing x until reaching u'/Ue = 0.072 at x = 63 cm. 

Power spectral distributions for both the boundary layer 
and freestream u' fluctuations are presented in Fig. 7. The 
boundary layer spectral distributions were obtained for the 
same four stations of Fig. 6 at a fixed altitude of 575 = 0.25. 
The narrow spikes labeled A or as multiples of A correspond 
to acoustic waves from the tunnel blower and are not related 
to the boundary-layer transition process (see Blair, 1991). The 
power spectra, </>„, of Fig. 7 are defined as: 

<$>u = u'\f)/V~2{s) 

As would be expected far downstream of a biplane grid, the 
freestream spectral distribution of Fig. 7 was in excellent agree
ment with the von Karman one-dimensional spectrum for iso
tropic turbulence (comparison not shown). In contrast to the 
freestream distribution, the power in the boundary layer spec
tra was highly concentrated in the low (< 100 Hz) frequency 
range. For example, for the spectrum at x = 32.5 cm there 
was more than a 6 decade rolloff over the measured bandwidth. 
These low-frequency, high-amplitude fluctuations dominated 
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Fig. 7 Spectral distributions of u' for a fixed altitude in the boundary 
layer (V76 = 0.25) with increasing X, each successive curve shifted by 
10"4 

the disturbance spectra for the lower half of the boundary 
layer at all four streamwise stations. This result is consistent 
with the previously discussed (low freestream turbulence) re
sults of Arnal et al. (1977), Kendall (1985), and Suder et al. 
(1988). For the altitude range 5/2 < Y < 5, (not shown) the 
relative contributions of the higher-frequency fluctuations in
creased progressively with Y. Near 5 the boundary layer spectra 
asymptotically approached the freestream spectrum. 

Unstable frequencies for this boundary layer, computed us
ing the previously described parallel and nonparallel linear 
theories, extended from 160 to 620 Hz. The spectra of Fig. 7 
reveal no evidence of preferential amplification of disturbances 
within this bandwidth. In fact, there was no evidence in any 
of the data obtained for this test case that T-S waves played 
a role in the transition. For this reason, despite the fact that 
the boundary layer was theoretically supercritical, this test case 
qualifies as a bypass mode transition. 

The contribution from higher-frequency events increased 
progressively with increasing distance along the test surface. 
For example, a comparison of the spectra for the x = 32.5 
and x = 63 cm (Fig. 7) stations reveals that the power at 2000 
Hz increased by a factor of about 1000. The shift, with in
creasing x, of power density toward higher frequencies is shown 
for three boundary layer altitudes (575 = 0.25, 0.40 and 0.52) 
in Fig. 8. Figure 8(a) shows the progressive rise of the ratio 
of </>„ at 500 Hz to 4>u at 10 Hz while Fig. 8(6) gives similar 
results for <$>u at 2000 Hz. The relative power shift is most 
extreme at the lower altitudes but was still distinctly present 
at 575 = 0.52. The power ratios for the freestream (the von 
Karman spectrum) are included for reference. 

Representative, sample time displays (500 ms duration) of 
the hot-wire probe signal at various boundary layer altitudes 
are presented for the four streamwise stations in Figs. 9(a-d). 
Included in each of these figures is a time display of the wall-
shear signal obtained simultaneously with the respective min-
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Fig. 8 Ratios of high-frequency/low-frequency power spectral density 
at fixed boundary-layer altitudes and increasing X 

imum-altitude velocity display. For example, for Fig. 9(a) the 
wall-shear and Y/8 = 0.14 displays show simultaneously re
corded signals. The remaining three velocity displays were re
corded independently of both the wall-shear and of each other. 
All five displays have a common time scale but the velocity 
amplitude scales were adjusted for purposes of clarity. 

The time displays for the x = 32.5 cm station (Fig. 9(a)) 
demonstrate the magnitude of the previously discussed ran
dom, low-frequency fluctuations in the low-altitude portion 
of the boundary layer. They also show no evidence of the 
passage of turbulent spots at any altitude. In support of this, 
the turbulent/nonturbulent discrimination system indicated 
that no turbulent patches were detected, at any altitude, for 
the x = 32.5 cm station. 

The only notable event shown in Fig. 9(a) was the strong 
negative spike at Y/8 = 0.54. Similar, randomly spaced single 
spikes were observed over the altitude range 0.5 < Y/8 < 0.8 
at this station. 

A somewhat similar "negative-spike" stage has been re
ported by Klebanoff et al. (1962) and Kovasnay et al. (1962) 
for flows with negligible freestream turbulence and artificially 
induced T-S waves. Flow three dimensionalities which devel
oped downstream of T-S amplification were characterized by 
strong transverse variations in the streamwise fluctuations 
(peaks and valleys) and by the simultaneous emergence of a 
regular pattern of large-scale vortex loops. The vortex loops 
intensified with distance but propagated more slowly than did 
the surrounding (outer region) boundary layer fluid. The flow 
of boundary-layer fluid over the vortex loops produced a se
quence of high shear layers (Kovasnay et al. (1962)) which 
manifested themselves as a series of negative spikes in the outer 
region streamwise velocity record. The duration of the negative 
spikes indicated that the length scale of the vortex loops was 
about 1/10 of the T-S wavelength or about the local boundary 
layer thickness, 8. This stage was followed by the generation 
of hairpin eddies ("multiple spikes") and then by breakdown. 

The negative spikes observed in the present study reflect the 
passage of much larger-scale structures than reported in these 
earlier works. An examination of Fig. 9(a) reveals that the 
duration of the negative spike of Y/8 = 0.54 was approxi
mately 10 ms. This would indicate that the scale of the asso
ciated structure was about 505 or about 5 times larger than a 
T-S wavelength. A typical period of the random, low frequency 
fluctuations (Y/8 = 0.14) was longer still, about twice as long 
as the spike duration. 

Arnal et al. (1977) also observed negative spikes in the early 
stages of a transition induced by a weak-but-finite freestream 
turbulence («'/U = 0.25 percent). As with the present case, 
their transition was dominated by naturally-induced, random, 
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low-frequency fluctuations. Weak T-S waves were detected but 
were not considered to be important to the transition. The 
scale of the negative spikes observed by Arnal et al. (1977) 
was very similar to that of the present study. Spike duration 
was about 1/4 of the period of their random fluctuations and 
corresponded to a length scale of about 40 local boundary 
layer thicknesses (8). 

The similarities linking the spikes observed by Arnal et al. 
(1977) and those for the present tests suggest that similar struc
tures may have induced breakdown for both of these freestream-
turbulence-driven transitions. However, the phenomenon which 
produced the spikes for these freestream-turbulence-driven 
transitions was clearly not the 5-scale vortex loops involved in 
the T-S dominated cases. Additional studies, perhaps em
ploying flow-field visualization or arrays of hot wires, are 
required to determine the nature of the structures producing 
these large-scale negative spikes. 

The first turbulent spots, widely separated in time and of 
extremely short duration, were observed at x = 43.7 cm. The 
turbulent/nonturbulent discriminator system indicated that 
spots were present only for Y/8 < 0.25 and that the inter
mittency level over this altitude range was approximately 0.1 
percent (the accuracy of this value was clearly compromised 
by the small number of spots occurring over the relatively short 
5 s sample period). The velocity display at Y/8 = 0.14 of Fig. 
9(b) shows a typical example of these early spots. This par
ticular spot was the only one observed at this altitude during 
the entire 5 s sampling period. The spanwise narrowness of 
this event is revealed by the fact that the simultaneous record 
for the wall-shear gage (offset spanwise by 1.2 cm) showed no 
evidence of the passage of this spot. It should be pointed out 
that even though no wall-shear-record spots were observed over 
this 500 ms period others were detected over the 5 s sample. 

The velocity displays at Y/8 = 0.36 and 0.63 show samples 
of the arrival of both single and multiple negative spikes. At 
this streamwise station spikes were observed over the altitude 
range 0.35 < Y/8 < 0.9. The events observed at this station, 
both multiple spikes and turbulent spots, are consistent with 
the so-called "breakdown" stage of transition. 

An interesting comparison can be made between the u' am
plitude distributions measured for this study (see Fig. 6) and 
the u' amplitude distributions recorded in the peak-valley stage 
of the artificial, T-S mode transition of Klebanoff et al. (1962). 
A plot (not shown) of the spanwise average of the peak-valley 
u' distributions at their "breakdown" has an amplitude dis
tribution (shape and magnitude) that is very similar to the 
present u' distribution at x = 42.7 cm. The similarity between 
these u' distributions is striking given the disparity between a 
T-S mode and a high-freestream-turbulence driven natural 
transition. 

Additional details of the transition process can be seen in 
the time displays of Fig. 9(c) (x = 52.8 cm). The sample 
turbulent spot shown at Y/8 = 0.12 is of very short duration 
and appears, as with the spot at the previous station, to be 
narrow in the spanwise direction (there was some hint of the 
spot passage on the wall-shear gage). The signal at Y/8 = 0.31 
was dominated by low frequency fluctuations while at Y/8 = 
0.69 both single and multiple spikes were in abundance. At 
this station the distinction between spots and multiple spikes, 
both of which contain strong high-frequency fluctuations, 
started to blur. An examination of all the time displays indi
cated that clearly recognizable spots (positive spikes with high-
frequency fluctuations) were present for Y/8 < 0.25. Clearly 
recognizable single or double negative spikes were observed 
from 0.35 < Y/8 < 1. The turbulent/nonturbulent discrim
inator system indicated that the intermittency level was ap
proximately constant at 0.3 percent. 

The final set of pretransitional time displays is presented in 
Fig. 9(d) where high-frequency events were observed across 
the entire boundary layer. For example, the spectral distri

bution for Y/8 = 0.25 for this station (Fig. 7) reflects the 
growing contributions of these widely separated but high-fre
quency events. The wall-shear and minimum-altitude velocity 
records show that one spot passed over the wall gage while 
missing the hot-wire probe (transverse separation of 1.2 cm) 
while another spot was sufficiently wide to encounter both. 
Simultaneous detection was still rare at this station; the sample 
shown in Fig. 9(d) was the only one observed for any of the 
records for the four stations of Fig. 9. If spots generated at 
X = 43.7 cm had-grown with a spreading angle of 9 deg (typical 
zero pressure-gradient value) they would have been about 6 
cm wide (approximately 5 times the probe/wall-gage separa
tion) at X = 63 cm. The fact that simultaneous probe/wall-
gage detection was rare at X = 63 cm indicates that the spread
ing angle for these early spots was significantly reduced by the 
presence of the favorable pressure gradient. 

There were no events that could be clearly identified as single 
or double spikes at any altitude for this station. At Y/8 = 
0.27 the time display shows both negative and positive high-
frequency excursions from the low-frequency disturbances. At 
Y/8 = 0.68 only negative excursions were detected. Although 
near-wall positive excursions could be safely identified as spots, 
outer-region negative excursions with strong high frequency 
fluctuations could have been either hairpin eddies or spots, 
born at upstream stations, that had grown to reach that alti
tude. The turbulent/nonturbulent discriminator, unable to dif
ferentiate between these possibilities, indicated that the 
intermittency level was a near constant 1.5 percent from the 
wall to Y/8 = 0.7. 

In review, at the most upstream station single spikes ap
peared in the outer region of the boundary layer; no turbulent 
spots were observed at any altitude. At the following two 
stations spots could be identified for all Y/8 < 0.25 while 
single or double negative spikes appeared from 0.35 < Y/8 
< 0.9. The altitude ranges of spots and spikes became unclear 
at the last pretransitional station. Arnal et al. (1977) reported 
very similar results for their zero-pressure-gradient, weak-
freestream-turbulence natural transition. 

Note that by the x = 63.0 cm station the intermittency had 
grown to about 1.5 percent yet the Stanton number was still 
decreasing. The combination of low intermittency and the ap
parent narrow transverse spot dimensions probably accounts 
for the fact that the time-mean heat transfer was unaffected 
at this streamwise location. This result is consistent with the 
results of Dhawan and Narasimha (1958) and those of Feier-
eisen and Acharya (1986) who observed low values (~ 1 per
cent) of intermittency well upstream of minimum skin-friction 
stations. 

Examination of Turbulent Spot Spectral Distributions. To 
further examine the character of these very early spots, the 
short-lived turbulent portions of the velocity and wall-shear 
records were extracted and analyzed in detail. These very short 
records, to be presented in Figs. 10 through 12, each consist 
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Fig. 10 Spectral distribution of T' and u' for spots (nonsimultaneous) 
detected at X = 42.7 cm 
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Fig. 12 Spectral distributions of ^' and u' for spots detected at X = 
63.0 cm. Only the records shown for the wall (T) and for YIS = 0.10 were 
simultaneous. 

of 256 samples (FFT resolution: 128 spectral lines, frequency 
range 30-3900 Hz). 

The single turbulent spot which appeared at Y/8 = 0.14 in 
Fig. 9(b) is displayed in expanded form in the top right-hand 
side of Fig. 10. While the spot waveform consists of velocity 
fluctuations of considerably higher frequency than the back
ground profile fluctuations, it displays no strong high-fre
quency (> KHz) activity. The spectral distribution of this short 
sample, presented directly beneath the time display, reveals 
the strong profile fluctuations (~50 Hz) and, at higher fre
quencies, the Fourier components of the spot fluctuations. The 
primary frequency of spot fluctuations is seen to be approx
imately 600 Hz (F = lirfv/Ue1 = 1.5 X 10"4). 

The left-hand portion of Fig. 10 shows the waveform and 

spectral distribution of a sample spot detected by the wall gage 
at this station. Note that this wall-gage-spot did not appear in 
the sample shear display of Fig. 9(b) and was not the same 
event as the previously discussed velocity-profile spot. The 
characteristics of the waveform and spectral distribution plots 
for the wall-gage spot are, however, remarkably similar to 
those observed (at a different time) at Y/8 - 0.14. Note the 
acoustic spike (B) at 1320 Hz. It is thought that the coincidence 
of this spike and the first harmonic of the spot fluctuations 
was fortuitous.-

Also shown on the spectral plot are the cumulative-total 
band of unstable frequencies encountered by the boundary 
layer since crossing the upstream branch of the linear-theory 
neutral stability curve and the most-amplified frequency at this 
stream wise station. The primary frequency (and all the higher 
harmonic components) of the spot fluctuations fall to the right 
of the predicted unstable bandwidth. The observed primary 
frequency was about a factor of two higher than the most-
unstable. 

The results shown in Fig. 10 indicate that these very early 
spots were of extremely short duration and consisted of struc
tures with streamwise scale approximately that of the overall 
boundary layer thickness. The primary frequency of the fluc
tuations in these spots was greater than any predicted for T-
S mode instability. No high-frequency fluctuations indicating 
the existence of small-scale turbulent eddies were observed for 
any of these early spots. 

Samples of spots observed at the next station downstream 
(x = 52.8 cm) are presented in Fig. 11. The wall-gage spot of 
Fig. 11 does not appear in the long-time-display of Fig. 9(c) 
but the spot at Y/8 = 0.12 can be seen at about 320 ms, the 
event at Y/8 = 0.69 at about 150 ms. At this station the spots 
detected at both the wall gage and at Y/8 = 0.12 exhibit slightly 
more high-frequency activity than was observed at the previous 
station. These spots, however, were still dominated by rela
tively large scale phenomena. 

The event observed at Y/8 = 0.69 at this axial station con
tained a great deal of high-frequency activity, enough so that 
it cannot be categorized as a "multiple-negative-spike." Note, 
however, that the high-frequency activity was immediately pre
ceded by a weak single negative spike. One possibility is that 
this record displays the passage of the remnants of a large-
scale structure followed by an array of shed hairpin eddies. 
Another possibility, remote considering the altitude, is that 
the passage of a spot extending all the way to the wall was 
observed. 

The radical difference in character between the events ob
served near the wall and the event observed at Y/8 = 0.69 
would seem to indicate that these are different phenomena. 
These data indicate that spots appeared either near or at the 
wall at the same axial station where the outer-region, large-
scale structures were degenerating to turbulence. 

The final spot-detail displays, recorded at x = 63.0 cm, are 
given in Fig. 12. All the events shown in Fig. 12 also appear 
in Fig. 9(d). The wall-gage and Y/8 = 0.10 displays are for 
the spot which arrived simultaneously at those stations at 420 
ms. The event at Y/8 = 0.68 arrived 180 ms into the sample. 
Note the similarity between the three events displayed at this 
altitude in the sample of Fig. 9(d). 

Even at this station, more than 20 cm downstream of where 
, the first spots were observed, the wall-gage and Y/8 = 0.10 
displays indicate that there was not a great deal of high-fre
quency activity in this near-wall spot. Note that the spectral 
distribution plots for both the wall-gage and hot-wire records 
indicate spot power maxima at about 350 and 700 Hz. 

At this station the outer-region event was almost exclusively 
high-frequency activity. As with the previous station, the outer-
region events appear to be well ahead of the near-wall spots 
on their respective paths to becoming turbulent patches. 

It is interesting that the present pretransitional disturbance 
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measurements have some similarities with the "incipient-spot-
formation" observations of Amini and Lespinard (1982) and 
Chambers and Thomas (1983). These previous studies dem
onstrated that the formation of artificial bypass-mode spots 
was preceded by extremely narrow (spanwise), disturbances. 
The hot-wire data of Amini and Lespinard (1982) indicated, 
as for the present study, that near-wall activity for these in
cipient spots was predominantly at relatively low frequencies. 

Since these velocity profile data are single-point measure
ments, it is not possible to definitively establish the relationship 
between the outer-region and near-wall disturbances. How
ever, for the three upstream stations (x = 32.5, 43.7 and 52.8 
cm) no events (spots or spikes) were observed over an altitude 
range between the near-wall and outer regions. This result 
suggests that at this very early stage of incipient spot formation 
the outer and near-wall activities were interacting, but separate, 
phenomena. 

One possibility is that at the "single or double spike" stage 
the outer-region large-scale structures induce wave packets/ 
incipient spots at the wall similar to the bypass-mode spots 
observed by Amini and Lespinard (1982) and Chambers and 
Thomas (1983). The significant differences in frequency con
tent for the near-wall and outer-region events at x - 52.8 and 
63.0 cm further suggests that these phenomena follow separate 
paths until they either merge or interact to eventually create 
spots. 

All the individual near-wall events, detected by either the 
wall gage or the hot wire probe, were isolated and examined 
for spectral content. This examination indicated that the pri
mary frequency of these incipient spots was somewhat random 
but typically about two or three times the local, most-ampli
fied, T-S frequency. No frequency-location dependence was 
observed and, significantly, the spots' primary frequency ap-' 
peared to be entirely independent of the various acoustic dis
turbances (see Blair, 1991). In particular, the range of observed 
primary frequencies was well below that of the various strong 
resonant cross-duct acoustic waves. 

Finally, these present results are in qualitative agreement 
with the trends predicted by the theoretical nonlinear disturb
ance model of Smith (1988). This analysis suggests that large-
amplitude disturbances will produce breakdowns in the near-
wall viscous sublayer with frequencies higher than the first-
unstable mode predicted by classic weak-disturbance theory. 

Conclusions 
All four of the experimental test cases of this program re

sulted in bypass-mode transitions based upon the following 
two criteria: (1) Transition onset occurred upstream of the 
minimum critical Reynolds number for cases K.75G2, K.75G3 
and K.20G2 or (2) T-S mode amplification played no detectable 
role in producing transition for case K.20G1. 

The first clearly recognizable turbulent spots were observed, 
at low boundary-layer altitudes, at the same streamwise station 
where the first (outer-region) multiple-negative-spikes ap
peared. The primary frequency of these very early spots was 
about 2 to 3 times the most-amplified T-S frequency. One 
possibility is that at the "single or double-spike" stage outer-
region large-scale structures induce wave packets/incipient 
spots at the wall similar to the bypass-mode spots observed by 
Amini and Lespinard (1987) and Chambers and Thomas (1983). 
A comprehensive flow visualization study of a high-freestream-
turbulence bypass-mode transition might prove to be helpful 
in understanding these effects. 

Early spots were apparently very narrow in the spanwise 
direction. Even 20 cm downstream of the station where spots 
first appeared, almost no spots were simultaneously observed 
by a boundary-layer hot-wire probe and a wall thin-film gage 
offset spanwise by 1.2 cm (3 5 at that station). 
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Boundary-Layer Transition in 
Accelerating Flows With Intense 
Freestream Turbulence: Part 2— 
The Zone of Intermittent 
Turbulence 
Hot-wire anemometry was employed to examine the laminar-to-turbulent transition 
of low-speed, two-dimensional boundary layers for two (moderate) levels of flow 
acceleration and various levels of grid-generated freestream turbulence. Flows with 
an adiabatic wall and with uniform-flux heat transfer were explored. Conditional 
discrimination techniques were employed to examine the zones of flow within the 
transitional region. This analysis demonstrated that as much as one-half of the 
streamwise-component unsteadiness, and much of the apparent anisotropy, observed 
near the wall was produced, not by turbulence, but by the steps in velocity between 
the turbulent and inter-turbulent zones of flow. Within the turbulent zones u' /v' 
ratios were about equal to those expected for equilibrium boundary-layer turbulence. 
Near transition onset, however, the turbulence kinetic energy within the turbulent 
zones exceeded fully turbulent boundary-layer levels. Turbulent-zone power-spectral-
density measurements indicate that the ratio of dissipation to production increased 
through transition. This suggests that the generation of the full equilibrium turbulent 
boundary-layer energy cascade required some time (distance) and may explain the 
very high TKE levels near onset. 

1 Introduction 
Until recently, nearly all in-depth investigations of incom

pressible boundary-layer transition have been conducted in 
flows with weak freestream turbulence (see the reviews of Resh-
otko, 1976; Morkovin, 1977; and Arnal, 1984). The present 
study differs from this earlier work in that it examines tran
sition in the presence of much higher levels of freestream tur
bulence. Such transition can have important engineering 
consequences, particularly in flows with negative streamwise 
pressure gradients where the acceleration stabilizes the bound
ary layer and extends the transitional zone. For example, the 
location and extent of transition on gas turbine airfoils strongly 
affects aerodynamic losses and heat load distributions. 

Numerous earlier investigations have been conducted to study 
the zone, following breakdown, over which turbulent spots 
grow to fill the boundary layer, the zone of turbulent inter-
mittency. The upstream edge of this region corresponds to the 
location where turbulent spots are first detected, its down
stream boundary to the location where the boundary layer 
asymptotically approaches equilibrium, fully turbulent char
acteristics. Schubauer and Klebanoff (1956), Arnal et al. (1978), 
Wang et al. (1985), Acharya (1985), and Suder et al. (1988) 
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October 16, 1991. Associated Technical Editor: D. P. Telionis. 

have all documented the streamwise development of boundary-
layer Reynolds stress distributions through the intermittent 
zone. These studies all indicate that in the early stages of spot 
growth (low intermittency) the streamwise fluctuations reach 
extremely high levels near the wall. Peak values about two 
times the level expected for an equilibrium fully turbulent 
boundary layer were observed. 

In addition, Narasimha et al. (1984), Narasimha (1984), and 
Acharya (1985) have measured the streamwise distributions of 
boundary layer intermittency for a wide variety of flows sub
jected to streamwise pressure gradients. Their results show that 
strong gradients near the location of transition onset (i.e., spot 
formation) produce intermittency distributions skewed in re
lation to classic "universal" zero-pressure-gradient correla
tions. 

The present experiments were conducted with various com
binations of streamwise acceleration and high levels of grid-
generated freestream turbulence. The study focused on tran
sitions in accelerating flows because of the potential utility of 
the results to turbomachinery design and because the physical 
extension of the zone of transition made it feasible to obtain 
meaningful laboratory measurements. Within the intermittent 
region, turbulent-spot-triggered conditional processing tech
niques were employed to study the zonal and ensemble-aver
aged properties of the transitional boundary layers. 
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Y/DELTA 

Fig. 1 Intermittency distributions across the boundary layer through 
transition, K = 0.20x10"6 , grid 1. * , X=63.0 cm; o , X=73.2 cm; A , 
X=93.5 cm; o, X=113.8 cm; o , X=134.1 cm. Open symbols {du'/dif 
criterion, solid symbols (du'v'/dt)2 criterion. 

A description of the experimental equipment and techniques 
employed in this study can be found in Part 1 of this paper. 

Results and Discussion 
The streamwise development of the profiles of all three com

ponents of the fluctuating boundary-layer velocity were ex
amined downstream of transition onset. Profile data were 
obtained with single-wire, horizontal-* wire and vertical-x wire 
probes; shear-stress data with wall thin-film gages. Tabulated 
profile data for all four test cases are given by Blair and An
derson (1987). In order to focus on the same sample test case 
for which pretransitional results were discussed (Part 1), the 
intermittent-zone data for the K.20G1 case will be presented 
here. 

Intermittency Distributions. The streamwise development 
of the boundary layer intermittency profiles for the sample 
case is presented in Fig. 1. Intermittency distributions deter
mined from the single-wire (du'/dt)2 and vertical-* (du'v'Z 
dt)2 wire records are seen to be in good agreement for all 
stations and altitudes. Longer sample periods would probably 
have produced further reductions in profile scatter. 

For all stations, a region of near-constant intermittency ex
tended from the wall to an altitude of about 175 = 0.3; the 
level of near-wall intermittency increasing with streamwise dis
tance. The boundary-layer thickness (5) is defined as the al
titude where the long-term mean velocity equals 0.99 Ue. The 

finite values of y for Y> 5 reflect the random passage of max
imum-altitude-positions on turbulent patches. 

The form of the distributions of Fig. 1 are in excellent agree
ment with similar data obtained for non-bypass transitions by 
Arnal (1984) and Acharya (1985). This suggests that the char
acter of turbulent patches in the intermittently-turbulent zone 
is independent of the route to spot initiation, i.e., bypass or 
non-bypass. 

The random passage of spots such as proposed by Schubauer 
and Klebanoff (-1956) would be expected to produce intermit
tency profiles similar to those of Fig. 1. The region of constant 
y at the lower altitudes of each profile indicates that the height 
of all spots was >0.3 5. The decrease of intermittency at higher 
altitudes would be expected for the peaked-top Schubauer and 
Klebanoff (1956) spot shape, the decrease being made even 
greater by the fact that a fixed probe sees random transverse 
positions in passing spots. The possibility also exists that a 
distribution of spot altitudes passes a given streamwise loca
tion. 

In contrast to the recently reported results of Sohn et al. 
(1989), there was no evidence of a near-wall minimum in in
termittency for the present sample test case. For two other 
higher turbulence cases (K.20G2 and K.75G3), however, the 
intermittency distributions for the upstream portion of the 
transition zone did reveal a near-wall minimum, peaking at 
about 5/3. The near-wall minimum does not seem to be a 
universal effect, its appearance may depend upon the particular 
environment in which a transition occurs. 

Narasimha et al. (1985) has demonstrated that, for zero-
pressure-gradient transitions, the streamwise distribution of 
the function F(y) = [ - ln(l - y)]U2 (y = near-wall intermittency) 
increases linearly with x. He also showed that intermittency 
distributions for transitions in accelerating flows displayed two 
regions of distinctly differing slopes when plotted in these same 
coordinates (Narasimha, 1984 and Narasimha et al., 1984). 
The demarcation line separating the two regions was referred 
to as the "subtransition." 

Streamwise intermittency distributions were determined for 
all four of the present test cases using profile distribution results 
such as those shown in Fig. 1. The maximum value determined 
for each profile was taken as the local streamwise intermittency 
level. The distributions for three of the four test cases, as can 
be seen in Fig. 2, showed distinct changes in slope, or "sub-
transitions." No slope-break was observed for case K.75G3, 
probably a result of the extremely high freestream turbulence 
of that test. 

The present intermittency distributions are plotted in the 
zero-pressure-gradient "universal" coordinates of Narasimha 
(1985) in Fig. 3. The dimensionless distance through transition, 
£, was computed (open symbols) with X, taken as the x intercept 

Nomenclature 

Cf = skin friction coefficient 
K = acceleration parameter 
H = shape factor, 8*/6 
q2 = turbulence kinetic en

ergy 
Re = Reynolds number 

Refl = Reynolds number based 
on momentum thickness 

St = Stanton number 
t = time from beginning of 

turbulent period 
T = turbulence intensity 

u, v, w = instantaneous value of 
velocity components 

u , v', w' = fluctuating velocity 
components 

U = mean streamwise veloc
ity 

U+ = dimensionless velocity, 
u/UT 

UT = friction velocity 
< U) = ensemble averaged ve

locity 
u'2(f) = velocity fluctuations 

(squared) per Hertz 
X = distance from leading 

edge 
Y = distance from wall 

Y+ = dimensionless distance, 
YUr/v 

7 = 
5 = 

5 = 

AT = 

Subscripts 

intermittency 
boundary layer thick
ness 
long-term average 
boundary layer thick
ness 
time interval from be
ginning to end of a tur
bulent period 
momentum thickness 
kinematic viscosity 

e = freestream 
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Fig. 2 Near-wall intermittency distributions for the four test cases, o, 
K.20G1; D , K.75G2; A , K.20G2; v , K.75G3. 

0 2 
4 = (X-X, ) / ( X - ^ o . 7 5 - X y = 0.25 > 

Fig. 3 Intermittency distributions in the coordinates (dP/dX= 0) of Nar-
asimha. o , K.20G1; • , K.75G2; v , K.75G3. 

of the solid lines on the plots of Fig. 2 and also (solid symbols) 
with X, determined by extrapolating the intermittency data for 
x> "subtransition" to F(y) = 0. This latter definition, of course, 
forces agreement with the "universal" coordinates beyond the 
"subtransition" location. The extrapolation procedure failed 
for the K.20G2 case because the subtransition occurred beyond 
7 = 0.25. 

Figures 2 and 3 demonstrate the capacity (even in the pres
ence of enhanced freestream turbulence) of acceleration to 
substantially inhibit the development of intermittency until 
some critical stage (the "subtransition") is reached. Following 
the "subtransition," intermittency distributions in accelerating 
flows appear to follow the same universal scaling law observed 
for zero-pressure-gradient flows. 

The present results are supportive of the transition model 
of Narasimha (1985), i.e., linear spot growth from a narrow 
band of concentrated breakdown. The present results, in the 
coordinates of Fig. 2, reflect the existence of two distinct re
gions of linear intermittency (spot) growth. Experiments by 
Narasimha et al. (1984) and by Sankaran and Antonia (1988) 
may also explain the reduced slope of intermittency-growth 
prior to the "subtransition." These earlier studies of artifi
cially-generated spots have demonstrated that spot lateral 
growth rates are significantly reduced in accelerating flows. 

Mayle (1991) has recently published a comprehensive ex
amination of bypass-mode transition. He concluded that the 
"subtransition" phenomenon observed in favorable pressure 
gradient flows should be interpreted as an indication of an 
extended spot production zone. He demonstrated (see Mayle 
(1991), Appendix B) that intermittency distributions obtained 
for accelerating flows, including those of the present study, 
can be well represented using a Gaussian spot production func
tion. 

Transition-Onset Correlations. A number of widely em-
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Fig. 4 Transition onset as a function of free stream turbulence and 
acceleration. , Van Driest and Blumer; , Abu-Ghannam and 
Shaw; —• • —-, Dunham; o, present heat transfer data; a, present ex
trapolated intermittency distributions. 

ployed correlation-based techniques exist for the prediction of 
the onset of transition in accelerating, highly turbulent flows. 
Transition onset, for these predictions, refers to the location 
where the mean boundary-layer profile shape factor or the 
local skin friction coefficient first began to deviate from lam
inar behavior. Van Driest and Blumer (1963) developed a tran
sition-onset criterion which employed empirically determined 
constants. Dunham (1972) and Abu-Ghannam and Shaw (1980) 
produced correlations from experimental data. Note that tran
sition onset does not correspond to the location where spots 
first occur since, as previously discussed, symptoms of mean 
boundary layer changes appear at 7 s 1 to 2 percent. 

Predictions from the above three correlations are given in 
Fig. 4. The various predictions of transition-onset Ree are 
plotted against T for constant-velocity flow and for Ae = (02/ 
v) dU/dx = KRel = 0.Q'&. Each pair of curves, then, spans the 
range of accelerations studied in this program. All three cor
relations reflect similar dependence on turbulence and accel
eration. However, at relatively low freestream turbulence levels, 
the correlation of Dunham (1972) predicts much stronger de
pendence on acceleration than do the other schemes. 

For the present heat transfer results, onset was identified as 
the location where heat transfer first exceeded the predicted 
laminar value. For the very mild levels of heat transfer em
ployed for these tests, it is expected that the effects of wall 
heating on the transition process were negligible (see Sohn and 
Reshotko, 1991). Agreement between the present heat transfer 
results (open symbols—Fig. 4) and the predictions of van Driest 
and Blumer (1963) is seen to be very good. It was observed 
that for all four of the present test cases the streamwise lo
cations corresponding to 7 = 0.05 (or F(7) = 0.26) were in ex
cellent agreement with the transition onset locations determined 
from the respective heat transfer data. This results should be 
interpreted with caution as the short sample periods prohibited 
accurate determination of the intermittency and because of the 
imprecision in determining the location of onset from the heat 
transfer data. 

Finally, onset locations (solid symbols—Fig. 4) were deter-
, mined from the ^-intercepts of the post-subtransition inter
mittency distributions of Fig. 2. These results were in fair 
agreement with the heat transfer data and in excellent agree
ment with the predictions of van Driest and Blumer (1963). 

Note that at high turbulence levels the predictions of van 
Driest and Blumer (1963) and the present data both indicate 
that onset will occur at Re s< 154, the linear stability limit for 
weakly-disturbed, zero-pressure-gradient flow. This result is 
not, in itself, surprising, given that the disturbances are highly 
nonlinear. However, as discussed by Morkovin (1984), it may 
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be important to consider the experimental arrangements in 
which such low-Re^, high-turbulence onset data have been ac
quired. High turbulence levels are nearly always associated 
with large turbulence scales, low Reynolds numbers with small 
distances from a boundary-layer origin. The interaction of a 
test-surface or airfoil leading edge with the turbulence field 
may produce instantaneous, local separations—another path 
to transition. In the present K.75G3 test case, the distance 
from the leading edge to onset was less than three turbulence 
integral length scales. In short, significant experimental-ar

rangement dependence should be expected for transitions in 
very high freestream turbulence. 

Zonal Analysis. Continuous velocity-time records for all 
three components of boundary-layer velocity were generated 
with the previously described hot-wire data acquisition system. 
The conditional processing system, in turn, permitted the iden
tification of the turbulent and inter-turbulent periods (zones) 
of flow. The turbulent and interturbulent blocks were then 
assembled into- continuous, segregated records for further 
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Fig. 5 Zonal distributions of the components of turbulence across the boundary layers for four streamwise locations, K=0.20 x 10~6, grid 1. 

• , \fu^lU<; A , \fv^lU^ o, \fvT2IUe, Klebanoff. 
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processing. Simultaneity of multicomponent velocity records 
within individual data blocks was preserved. 

The streamwise, normal, and transverse instantaneous ve
locity components are denoted as u„ v„ and w,- with / = t for 
turbulent and / = / for interturbulent zonal data. Moments of 
the fluctuating quantities were computed about the respective 
zonal means. For example, the turbulent-zone RMS of the 
fluctuations of the streamwise component are given by: 

(U-U,f (1) 

where U, signifies the means of all the turbulent-zone stream-
wise instantaneous velocities. 

In a similar manner the turbulent-zone Reynolds shear stress 
is given by: 

u'v' = (U-U,)(V-Vt) (2) 

Long-term composite averages were also computed without 
regard for zonal differentiation, i.e., from the continuous, 
original records. In reality, these long-term averages consist 
of a composite of intefmittency-weighted turbulent-zone and 
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Fig. 6 Zonal distributions of the Reynolds shear stress and turbulence kinetic energy across the boundary layer for four streamwise locations, 
K- 0.20 x 10~6, grid 1. • , composite average; o, turbulent-zone average; A , interturbulent-zone average; Klebanoff. 
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inter-turbulent-zone contributions and fluctuations arising 
from the steps between zonal-mean velocities. For example, 
the composite second moment of the fluctuations of the 
stream wise component is given by: 

«c'2 = 7"/2 + ( l -7 )w/ 2 + T ( l -7 ) ( t / ( - t / / ) 2 (3) 
Checks of the present results verified that the composite 

statistics computed directly from the continuous records were 
in excellent agreement with values computed from assembly 
functions such as Eq. (3). 

The last term of Eq. (3) gives the zonal-mean-step contri
bution to the long-term average. As will be shown below, this 
low-frequency effect is an important contributor to the overall 
fluctuations in the near-wall region. 

Distributions of the three-components of turbulence inten
sity (7)) within the sample-test-case transitional boundary layer 
are presented in Fig. 5. Profiles of both the composite tur
bulence and individual zonal contributions are given for four 
stream wise locations. The three-component profile plots of 
Fig. 5 are, in essence, a more comprehensive extension of the 
single-component profile plots presented for the four upstream 
(pretransitional) stations (Fig. 6, Part 1). 

The near-wall intermittency for the most-downstream, pre
transitional, single-component turbulence profile (see Fig. 6, 
Part 1) was approximately 1 percent (Fig. 1). Distinct changes 
in the form of the turbulence intensity profile developed be
tween this station and the first three-component profile station 
(x = 73.2 cm, Fig. 5) where y had increased to 5 percent. Com
parison of the composite streamwise-component turbulence 

profile obtained at x=73.2 cm with the \J u'2/Ue profile of 
x = 63 cm reveals that the peak intensity occurred closer to the 
wall and spanned a wider range of altitudes for the downstream 
location. The peak intensity remained essentially constant at 
7 percent between the two stations. 

The composite, streamwise-component turbulence profiles 
changed dramatically with increased distance through transi
tion. For the two mid-transition stations (at 93.5 cm and 113.8 
cm) the maximum streamwise intensities moved to very near 
the wall where values exceeded the respective turbulent-zone 
intensities. These local composite maximums were extremely 
large, exceeding equilibrium turbulent boundary layer levels 
by about 50 percent. Much of this unsteadiness near the wall 
results from large velocity steps between zones at that altitude 
(the third term in Eq. (3)). At x= 113.8 cm, for example, the 
peak streamwise, composite intensity was 15.5 percent. De
composition of the recorded measurement into its zonal con
tributions revealed that 51 percent of the perceived turbulence 
was produced by the last term in Eq. (3). The turbulent-zone 
and laminar-zone contributions were 41 and 8 percent, re
spectively. At the same streamwise location, the local minimum 
in the composite turbulence intensity at Y/d = 0.13 corresponds 
to the crossover altitude of the zonal-mean velocity profiles 
where the last term of Eq. (3) vanished. 

The streamwise-component turbulence profiles for the in-
terturbulent and turbulent zones appear to form two distinctly 
different families, each evolving (streamwise) consistently 
within that zone. The interturbulent profiles continued to mimic 
the form observed at the upstream, preonset locations with a 
relatively broad peak in turbulence occurring well away from 
the wall (175 = 0.3). The peak is seen to move closer to the 
wall at successive stations. (The form of the last interturbulent 
profile, JC= 134.1, was anamolous, probably a result of the 
extremely short interturbulent zonal samples at that station.) 
The turbulent-zone profiles assumed an equilibrium-turbulent-
like form from the first station, 7 = 5 percent, onward. A 
narrow peak in turbulence was observed very close to the wall 
and its intensity dropped with increasing altitude. The mag
nitude of the streamwise-component turbulent-zone intensity 
decreased with distance through the intermittent zone. 

The composite and inter-turbulent profiles for the three up
stream stations, ^ = 7 3 . 2 , 93.5, and 113.8 cm, indicate a higher 
degree of anisotropy than is observed in turbulent boundary 
layers. For example, for the interturbulent-zone profiles at 

x=93.5 cm, sju'2/-\J v'2>7 at the lowest altitude for which 
v' was measured. This result suggests that the velocity fluc
tuations in the flow between turbulent bursts were primarily 
large-scale profile perturbations. The turbulent-zone profiles 
at these stations, however, indicate that even though the mag
nitudes of the intensities were higher, the \j u'2/\j v'2 ratios 
were about equal to those expected for equilibrium boundary-
layer turbulence. 

A comparison of the distributions of the turbulence com
ponents obtained by Klebanoff (1955) in a fully turbulent 
boundary layer with the present data is given in Fig. 5 for the 
turbulent-zone profiles at x = 134.1 cm. Agreement for all com
ponents is seen to be excellent except near Y/8 = 1. The dis
agreement at the boundary layer edge resulted from the 
difference between the freestream turbulence of the present 
test and the extremely low freestream turbulence of Klebanoff 
(1955). 

In general, the composite profiles of Fig. 5 show the de
velopment of the turbulence structure through transition. Near 
onset, 7 = 0.05, the velocity fluctuations were highly aniso
tropic and extremely intense; near the end of transition, 
7 = 0.93, a structure much like equilibrium boundary-layer tur
bulence had developed. 

The development of the Reynolds shear stresses and tur
bulence kinetic energy (TKE) through transition is shown in 
Fig. 6 for the same four locations as in Fig. 5. Profiles of both 
the composite and individual zonal averages of the quantities 
are given. 

As would be expected, the interturbulent zone shear stresses 
were near zero for the upstream three locations. Clearly, the 
interturbulent component velocity fluctuations were weakly 
correlated. The finite interturbulent shear stresses shown at 
x= 134.1 cm almost certainly reflect the imprecision of the 
detector scheme in this high intermittency, 7 = 0.93, circum
stance (start-stop uncertainties become large compared to inter-
burst length). Note that unlike the direct-stresses the turbulent-
zone shear stresses always exceeded the composite values. 

It was observed that the turbulent-zone mean velocity pro
files conformed very well to the standard logarithmic law-of-
the-wall, even for very low values of intermittency. Turbulent-
zone wall shear stress values were extracted from the velocity 
profiles using a least-squares velocity-data fitting routine. For 
all streamwise locations the turbulent-zone Reynolds stresses 
measured nearest the wall were only about 70 percent of the 
wall shear computed from the turbulent-zone mean profiles. 
This result was reasonable in that the normal gradient of shear 
stress is extremely large for accelerating flows (Jones and Laun
der, 1972). 

Turbulence kinetic energy distributions were computed from 
the three-component zonal contributions to the turbulence pro
files. The turbulent-zone TKE is seen to reflect the trends 
observed in the component distribution plots of Fig. 5, i.e., a 
very high level at the furthest upstream station with a pro
gressive decrease with increased distance through transition. 
At the last station, the measured distribution was in very good 

' agreement with the equilibrium turbulent boundary-layer re
sults of Klebanoff (1955). 

Spectral distributions of the zonal and composite (contin
uous sample) fluctuating records are presented in Fig. 7 for 
the four streamwise stations in Figs. 5 and 6, all for the same 
boundary-layer altitude (F/<5 = 0.1). The zonal power spectra, 

4>u., of Fig. 7 are defined as 4>u =u2(f)/u'j2 (s), where i=t 
(turbulent), / (interturbulent), or c (composite). A degree of 
imprecision was associated with this procedure in that the 
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Fig. 7 Zonal streamwise component power spectra for V76 = 0.10 for 
K = 0 .20x10 - 6 and grid no. 1. (a) X = 73.2 cm, 7 = 0.05; (b)X=93.5 cm, 
7 = 0.26; (c) X=113.8 cm, 7 = 0.68; (d) X=134.1 cm, 7 = 0.93; each suc
cessive curve shifted by 10~2. 

velocity steps at the junctions of the "blocks" must produce 
some artificial (non-physical) higher-order Fourier terms (an 
artificial indication of high-frequency content in the computed 
spectra). The fact that the interturbulent spectrum for X = 73.2 
cm (Fig. 7(a)) contained such steps but only indicated an ex
tremely small high-frequency contribution was taken as evi
dence that this junction-step effect was very small. 

The turbulent zone spectra show a progressive increase, with 
increasing x, in relative contribution from higher-frequency 
fluctuations. This effect can be observed by comparing the 
measured spectral distributions to the inertial subrange rolloff 
distributions (f~5/3 slope) included in each figure. The j ~ i n 

sloped lines were constructed to pass through the measured 
turbulent-zone spectra a t / = 3900 Hz (f= 3900 Hz corresponds 
to a dimensionless wavenumber, 2irf5/U~ 14). As can be seen 
from an examination of Figs. l(a-d), the rolloff of the meas
ured spectra for the range 1000 < / < 3900 decreases progres
sively with increasing x. For the furthest downstream station, 
Fig. \l(d), the spectral distribution is seen to become tangent 
to t h e / ^ V 3 inertial subrange slope at about 2000 Hz. This 
value (/ = 2000 Hz, 2vfb/U~ 7) for the beginning of the inertial 
subrange is in good agreement with the low-altitude spectra 
(7/5 = 0.05 and 0.20) measured by Klebanoff (1955) for equi
librium turbulent boundary layers. This result indicates that 
the ratio of production to dissipation was relatively higher for 
the early-transitional turbulent patches and may explain the 
high turbulent-zone TKE distributions at those locations. Al
though production was immediately present at transition onset, 
the generation of the full energy cascade evidently required 
more time (distance) to develop. 

Momentum and displacement integral thicknesses were com
puted for each of the composite and zonal mean velocity pro
files. The streamwise development of the shape factor, 
momentum thickness, and Ree through the sample-test-case 
transition are given in Fig. 8. As the interturbulent zone profiles 
maintained a laminar-like shape (//=2.5) through transition, 
zonal skin friction values could be determined from the near-
wall normal velocity derivative. The turbulent-zone mean pro
files, as discussed previously, conformed to the log-wall shape 
permitting extraction of turbulent-zone skin friction values. 
The composite skin friction coefficients were computed by 

1 

\ 1 1 1 1 

X, cm 

Fig. 8 Development of the mean velocity profile through transition for 
K = 0.2x 10~6 and grid no. 1 , 0 — 0 - , composite; -o——®-, turbu
lent; ~f>-~0~ , interturbulent 

weighting the turbulent and interturbulent contributions ac
cording to the local near-wall intermittency. 

Q •fee ••yCfl + (.l-y)Cf (4) 

The various plots of Fig. 8 display the independent char
acteristics of the zones of transitional flow. Within each zone 
the shape factors, growth rates, and friction coefficients fol
lowed distinctly different paths, from the onset to the end of 
transition. 

As part of this program (Blair, 1982), boundary layer profile 
data were obtained with miniature pitot probes. The solid 
symbols of Fig. 8 {x- 150 cm) represent the post-transitional 
measurements of those tests. These data are included here as 
an indication of the consistency between the hot-wire and pitot-
probe results. 

Ensemble-Averaged Burst Profiles. The variations of the 
mean and fluctuating velocity profiles through the turbulent 
patches were examined using ensemble averaging techniques. 
This analysis focused on a single profile location (x= 113.8 
cm, 7 = 0.68) selected from the sample test case 
(A:=0.20x 10~6, Grid 1, Te = 0.74 percent). 

A probe at a fixed location in a transitional boundary layer 
detects a wide range of turbulent patch durations. These vary
ing durations correspond to the passage of turbulent patches 
of different size or to random transverse locations of the patches 
relative to the probe (the edge of a large patch clipping the 
probe may appear as a short duration patch). 

In an attempt to determine a systematic means of grouping 
similar patches for ensemble-averaging, the statistics of the 
patch-duration distribution within the sample profile were ex
amined. Probability density plots of patch duration are given 
for six boundary-layer altitude bands across the sample profile 
in Figs. 9(a-f). Data are included for both single-element (du' / 
dtf and jc-wire (du'v'/dt)2 probes. Curve fits with unit total 
area are given for each figure. 
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Fig. 9 Probability density of patch duration at various distances from 
the wall for K = 0.2 x 10 - 6 , grid no. 1, X = 113.8 cm, (a) 0.053< Ylb<0.060, 
(/>) 0.10< W-cO.13, (c) 0.20< W«<0.28, (d) 0.40< W<0.47, (e) VK = 0.66, 
(/) 0.97 < V76 < 1.0: all cases open symbols (duldt)2 criterion, solid symbols 
{du'v'/dt)2 criterion. 

The probability density functions were single-peaked at all 
boundary-layer altitudes. Since no evidence of multi-modal 
distributions emerged, it was concluded that ensemble averages 
(ignoring 3-D effects) could be constructed from those patches 
of near peak-probability duration. At each altitude, patches 
with durations between 30 and 200 samples were sorted out 
for ensemble processing. The range of selected patch durations 
is marked by arrows for each of Fig. 9. For each of the five 
lower altitudes this duration range included from 53 to 68 
percent of all patches detected. This meant that about 50 to 
100 patches were included in each ensemble. Although the 
"selection window" failed to include the most-probable patches 
at Y/8= 1 (Fig. 9(f)) it was used unchanged for purposes of 
consistency. 

Comparison of Figs. 9(a) through 9(f) reveals that obser
vations of patches of relatively long duration decreased and 
that the patch-duration distribution narrowed with increasing 
altitude. Note the change in abcissa scale for Fig. 9(e) and the 
change in both scales for Fig. 9(f). Agreement between the 
single-wire and AT-wire results is seen to be excellent, further 
confirming the consistency of the two patch-detection func
tions. 

Additional studies could be conducted to determine the de
pendence of patch characteristics on patch duration. For the 
present study, only patches that fell within the above "win
dow" were examined. 

For these ensemble computations the start of a turbulent 
patch, as determined by either the (du'/dt)2 or (du'v'/dt)2 

detector function, is defined as t = 0; its duration as AT. The 
ensemble-averaged mean velocity at any / / A T is defined, in the 
usual manner, as the average, over all patches within the en
semble, of the velocities at that / / A T . 

A meaningful definition of ensemble-averaged fluctuating 
quantities is considerably less obvious. Here, ensemble-aver
aged stresses were approximated by computing mean fluctua
tions about the respective zonal mean velocities. For example, 
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Fig. 10 Ensemble averaged velocity variations through the turbulent 
zone at various distances from the wall X= 113.8 cm, K = 0.2x10"6 , 
rE = 0.74 percent, T(„9„.w.h) = 0.68 

the ensemble-averages of the streamwise component of fluc
tuating velocity and the Reynolds shear stress are given by: 

< H ' > = < V " > • = < V ( U- U,)2) 

< « V > = < ( t / - I / , ) ( F - K , ) > 

(5) 

(6) 

where U, and V, are the streamwise and normal turbulent-zone 
mean velocities at that boundary-layer altitude. 

For each detected turbulent patch, the velocity/time record 
for each velocity component was arbitrarily broken into ten 
equal intervals with average mean and fluctuating velocities 
computed for each interval. For each patch, interval-averaged 
velocities were computed for the ten intervals within the patch 
and for five intervals before and after the patch. Ensemble-
averaged mean and fluctuating velocity distributions through 
patches were then constructed from all the patches detected at 
a fixed streamwise location and boundary-layer altitude. 

Ensemble-averaged streamwise mean velocity variations 
through a patch are given for 20 boundary-layer altitudes in 
Fig. 10. The ensemble-averaged velocities, <C/>, normalized 
by the freestream mean velocity, Ue, are plotted as a function 
of / / A T . The "start ' ' time of the detector function corresponds 
to / /AT = 0 and the end to 1.0. 

These ensemble-averaged plots are based on locally deter
mined timing of the turbulent patches; the beginning and end 
of patches was determined at each individual altitude. This 
approach does not consider the shape ofthe leading and trailing 
edge faces of the turbulent patches in that all the t = 0 and / / 
AT = 1.0 arrivals were plotted as if they were simultaneous. 

The most distinct feature of Fig. 10 is the sharp increase in 
velocity near the wall at patch arrival. Also, patch arrival 
produced significant decrease in velocity in the outer region 
of the boundary layer. 

The upstream (/<0) and downstream ( / / A T > 1 ) velocities 
associated with each altitude were not constant, a consequence 
of the high intermittency (7 = 0.68). At this late stage of tran
sition the interturbulent intervals were small compared to AT. 
By including samples ± A T / 2 upstream and downstream ofthe 
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Fig. 11 Ensemble averaged velocity profiles through the turbulent zone 
(from Fig. 10) X=113.8 cm, /C=0 .2x10" 6 , TE = 0.74 percent, 
Y(iuaMiall) = u -68 
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Fig. 12 Ensemble averaged velocity profiles through the turbulent zone 
in turbulent boundary layer coordinates X=113.8 cm, K = 0.2x10~6, 
rE = 0.74 percent, Y(„e„.waii) = 0.68 

edges of the patches, random samples from neighboring patches 
have been included into the interturbulent ensembles. 

The velocity histories of Fig. 10 were cross-plotted to create 
"instantaneous" ensemble-averaged profiles for Fig. 11. The 
ensemble-averaged velocity ratios are plotted against Y/8 where 
5 is the long-term average of the boundary layer thickness. The 
relative time (//AT) for each profile is given near the boundary 
layer edge. Note the large change in boundary layer thickness 
and change in profile shape as the turbulent patch passes_by, 
from 40 percent of 6 at t/Ar = - .03 to > 120 percent of 6 at 
t/AT = 0.3. 

Selected profiles from Fig. 11 are presented in Fig. 12 in the 
universal turbulent profile coordinates. The upstream and 
downstream profiles (t/Ar = -0.3 and 1.3) are seen to be in 
excellent agreement with each other and to exhibit a standard 
laminar shape. At / = 0, U+ exceeds Y+ for a few of the near-
wall points, (t/+<30) suggesting a possible brief period of 
adverse pressure gradient. By t/AT = 0.1, the profile had as
sumed a transitional shape and by the midpoint (t/AT = 0.5) it 
conformed very well to the fully-turbulent law-of-the-wall. 
These "instantaneous" mean profile results support the con
cept that separate laminar and turbulent patches exist within 
the transitional zone. 

The variations, with patch passage, of momentum thickness, 
shape factor, <5, and skin friction coefficient were determined 
from the "instantaneous" profiles. Skin friction values were 
computed from the near-wall velocity gradient for the inter
turbulent profiles, least-squares fits to the law-of-the-wall for 
the turbulent profiles and by a simple numerical average of 
the two for intermediate profiles. 

These results, presented in Fig. 13, reveal the extreme dif
ference between the interturbulent flow and that in the tur
bulent patches. The overall (5) and momentum (0) boundary 
layer thicknesses were, respectively, 200 and 100 percent larger 
in the turbulent patches than in the surrounding interturbulent 
flow. The shape factor is seen to drop from about 2.3 to about 
1.6 and then return to its upstream value. At patch midpoint, 
the skin friction is nearly 5 times greater than the value com-
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puted for the interturbulent profiles. Note that these ensemble-
averaged profile results are in very good agreement with the 
respective zonal-averages marked (IT, C, and T) on the plots 
of Fig. 13. 

The variation of the turbulent stresses with the passage of 
a patch is shown in Fig. 14. Sample distributions of ensemble-
averages of the all three direct as well as the jihear stresses are 
given for a boundary-layer altitude of 7/5 = 0.42. For the 
streamwise-component direct stresses, results are presented for 
single-wire, vertical x-wire, and horizontal jc-wire measure
ments. Agreement between the three sets is seen to be very 
good. 

The ensemble-averaged fluctuating quantities presented here 
were computed using the relatively simple method of averaging 
fluctuations about zonal means (e.g., Eq. (5)). This method, 
which is much easier to implement than the usual approach 
of computing interval-averaged fluctuations about ensemble-
averaged means e.g., Antonia et al. (1981), generates only an 
approximation of the true ensemble stresses. This approxi
mation produces significant differences only for streamwise 
fluctuations as the normal and transverse fluctuations are large 
relative to their respective mean excursions. 

The ensemble-averaged mean-streamwise velocity plot in
cluded in Fig. 14 provides an indication of the magnitude of 
the approximation inherent in these present ensemble stress 
computations. A correct interval-mean streamwise direct stress 
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was computed only when the zonal-mean velocity (U,) hap
pened to exactly equal the ensemble-mean velocity. In the case 
of the sample profile of Fig. 14, the streamwise zonal and 
ensemble-averaged means were in close agreement from 0.1 < t/ 
Ar<0.7 so, within this interval, errors in the computed stresses 
were relatively small. However, near the beginning and end of 
patches, a significant error associated with computing mo
ments about the zonal mean resulted in artificially high en
semble-averaged stresses. Fairings estimating the actual 
variation of the stress distributions near the edges of the patches 
are included in Fig. 14. 

Bearing the above in mind, the data of Fig. 14 indicate that 
peak values of all stresses occurred at about t/AT = 0.25 fol
lowed by a slow decline to the interturbulent levels. The peak 
shear stress level was approximately 100 percent higher than 
the turbulent-zone mean value. 

Finally, the present ensemble-averaged Reynolds stress dis
tribution results appear to be in excellent agreement with sim
ilar measurements obtained in the plane of symmetry of 
artificially-generated spots (Antonia et al., 1981). At similar 
boundary layer altitudes, both the magnitude and shape of the 
patch-induced streamwise-direct, normal-direct and turbulent-
shear stress excursions agreed for these two experiments. 

Transitional Boundary-Layer Heat Transport. Boundary-
layer mean velocity (pitot probe) and mean temperature (ther
mocouple probe) profile data were obtained as part of the 
transitional heat transfer tests of this study. A thorough dis
cussion of the techniques used to obtain and analyze these data 
is given by Blair (1982). 

A sample set of these heat-transfer profile data, obtained 
for flow condition K.20G2 (K=0.20x 106, T e s 2 percent) is 
presented in Blair (1982) in the form of velocity or temperature 
ratio versus IV6.995 and in the universal turbulent coordinates 
U+ or T+ versus Y+. Comparison of the transitional profiles 
reveals that the streamwise evolution of the temperature dis
tributions lagged behind that of the velocity distributions. 

Transition lengths inferred from the surface heat transfer 
data of the various test cases (see Fig. 5, Part 1) were as much 
as one-third longer than lengths determined from shape-factor 
criterion (recall that the transition origins inferred from these 
two techniques were in good agreement). All of the above 
results indicate that the development of turbulent momentum 
transport in accelerating transitional flows leads the devel
opment of turbulent heat transport. 

These results revealed that Reynolds' analogy is weaker in 
accelerating transitional than in zero-pressure-gradient, fully-
turbulent flows. An equivalent interpretation is that the ef
fective turbulent Prandtl number is higher for accelerating 
transitional than in zero-pressure-gradient, fully-turbulent 
flows. Wang et al. (1985) have observed similar behavior in 
zero-pressure-gradient transitions, suggesting that weak ther
mal transport may be common to all transitional flows. An 
important consequence of this effect is that a transition pre
diction scheme evaluated solely with velocity-profile dependent 
effects will predict higher than correct transitional heat transfer 
rates. 

Conclusions 
Intermittency profiles generated with conditional discrimi

nation techniques suggest that the turbulent patches observed 
in these bypass transitions were consistent with passage of spots 
such as proposed by Schubauer and Klebanoff (1956). The 
present streamwise-intermittency-distribution results demon
strate the capacity of acceleration to substantially inhibit spot 
development until some critical stage, the "subtransition" of 
Narasimha (1984), is reached. Following the "subtransition," 
intermittency distributions in accelerating flows appear to fol

low the same scaling laws observed in zero-pressure-gradient 
flows. 

Transition onsets for the various test cases were determined 
from the surface heat transfer, the intermittency distributions 
and from the boundary-layer mean velocity profile data. With 
appropriate definitions, the results from the three techniques 
were consistent and in very good agreement with predictions 
from the Van Driest and Blumer (1963) accelerating-flow tran
sition model. 

The turbulence kinetic energy (TKE) and Reynolds shear 
stress profiles developed along distinctly different paths for 
the turbulent and interturbulent zones. The profiles associated 
with the interturbulent zone preserved the characteristics of a 
highly disturbed laminar boundary layer all the way through 
transition. The turbulent-zone profiles, conversely, immedi
ately assumed the general shapes expected for turbulent bound
ary layers. Direct stress magnitudes were very large near onset 
but dropped progressively to equilibrium turbulent levels near 
the completion of transition. 

Turbulent-zone power-spectral-density measurements indi
cate that the ratio of dissipation to production increased 
through transition. This suggests that the generation of the 
full energy cascade required some time (distance) and may 
explain the very high TKE levels near onset. 

Ensemble-averaging techniques were employed to examine 
the distribution of the mean velocity and the turbulent stresses 
within the turbulent bursts. The results of this analysis indi
cated that the "instantaneous" mean profiles at midburst con
formed very well to the turbulent log-wall law. Interturbulent 
profiles corresponded to laminar boundary-layer form. These 
mean profile results support the use of intermittency-weighted, 
laminar-and-turbulent patch models of transitional boundary 
layers. 

The turbulent-stress distributions extracted through ensem
ble averaging indicate that the maximum direct stresses oc
curred at about one-quarter-way through the total burst 
duration. Peak Reynolds shear stresses were nearly double the 
turbulent-zone mean value. 
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A Three-Layer Model for 
Separated Turbulent Flows 
A model for turbulent back/lows is presented and evaluated. The model is based on 
experimental observations, in particular, the wake-like behavior of the turbulence 
and the diffusion/dissipation energy balance observed in detached flow regions. 
These lead to an ODE for the eddy viscosity, based on a reduced form of the 
turbulence kinetic energy equation. This ODE is solvable analytically. The model 
is applied as a module within a "host" eddy viscosity model (such as a k-e model) 
using a three-layer framework wherein the host model predicts the eddy viscosity 
distribution in the inner and outer layers, while the backflow model provides the 
eddy viscosity field in the middle layer. Predictions of several flow cases, using this 
approach, are shown. 

Introduction 
Turbulent backflow regions exhibit a strong wake-like be

havior down to the immediate vicinity of solid surfaces. This 
behavior precludes the use of the Law-of-the-Wall as a tool 
for analyzing such flow regions and necessitates development 
of specialized models for the treatment of these flows. 

Such a model was developed by Goldberg (Goldberg and 
Chakravarthy, 1990) and used successfully to predict a large 
class of flows involving detached flow regions. It was an al
gebraic model applied as a module within a "host" model 
(such as a k-e model) to determine the eddy viscosity field 
inside backflow regions. 

Experiments in turbulent recirculation zones by Simpson 
(1981) and Delery (1983) indicate that there is a wide class of 
such flows in which the backflow region is characterized by 
negligible turbulence production. In such cases the balance of 
turbulence energy is between diffusion of energy from the outer 
(large-scale turbulence) flow into the reversed flow region and 
its dissipation within that region. Further experimental evi
dence by Devenport and Sutton (1991) indicates that separated 
flows obey the linear law u+ =y+ within a thin layer adjacent 
to the wall, typically in the range 0 < y+ < 3. These obser
vations form the basis for a three-layer turbulence model 
wherein the eddy viscosity field is determined by a low Reynolds 
number k - L or k - e host model in the wall-layer and beyond 
the backflow edge, while a dedicated backflow model sets the 
eddy viscosity field in the middle-layer between the outer edge 
of the wall-layer and the backflow edge. 

The latter model, featuring the analytical solution of an 
ordinary differential equation (ODE) in the normal-to-wall 
direction, is introduced and tested. Like the previous model 
(Goldberg and Chakravarthy, 1990), it is used as a module 
within a host model to determine the eddy viscosity within 
backflow regions; unlike the previous model, it needs the host 
model to supply the local maximum value of the turbulence 
kinetic energy. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 2, 1991. Associate Technical Editor: R. K. Agarwal. 

Middle-Layer Model Formulation 
The standard turbulence kinetic energy equation (with gra

dient diffusion model) is given by 

3 d d 
-(pk)+—(pUM = — 
dt OXj OXj 

{jx + ix,/ak) 
dk_ 

dXj 

—r^bU; 
-pUiUi-dx-j-

C k ^ (1) 

where k is the turbulence kinetic energy, p is density, t/, and 
w/are the cartesian mean and fluctuating velocity components, 
respectively, /x and \xt are the laminar and eddy viscosities, 
respectively, xt are the cartesian coordinates, and t is time. The 
modeling constants are o> = 1.0, Ck = 0.08. 

This equation will be simplified based on the following ex
perimental observations of turbulent backflows (Simpson, 
1981; Delery, 1983): the kinetic energy of turbulent, k, scales 
as the Reynolds shear stress —u'v' and generally behaves in 
a way representable by a sine function between the wall and 
the freestream with its local maximum reached approximately 
at the location where —u'v' reaches its own local maximum 
value (see Fig. la). The latter usually coincides with the local 
maximum of the mean steamwise velocity's normal gradient. 
Thus the turbulence kinetic energy distribution may be modeled 
in the form 

pk cos/3- cos [/3(1 +y/y0)] 

(pk)„ 1 + cos/3 
(2a) 

2(b) 
i +yu/yo 

yu is the distance from the wall to the location of us 

= [ — (u'v')mBX][/2, and &max is the turbulence kinetic energy at 
that location, supplied by the host model, since yu is outside 
the backflow region. 

y0 is the local wall-layer edge, which, according to Devenport 
and Sutton (1991), is located at 

y$ =yo(Pw^Tw\ )W2/IJ.W=3, (3) 
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Fig. 1(b) 
Using the model Eq. (2) for k and dk/dy, the solution to 

Eq. (6) is given by 

pyo 2 (pk)max 

(3sm ip I 3 1 + cos/3 
(cos/3 - cosy)3 (cos/3 - cos2/3)3 

P Pa 

, ,flsin2fl 
+ I Mr, (7fl) 

where T is the laminar shear stress and w denotes evaluation 
at walls. 

For the purpose of modeling the turbulence within backflow 
regions, k is treated as a function of the normal distance, y, 
given by Eq. (2), with stream wise variations in k effected im
plicitly through the corresponding variations in (pk)max and 
yu. Using this concept in Eq. (I) and retaining only the dif
fusion and dissipation terms, results in the equation 

where 

<p(y) = — ; — T (ib) 

and the boundary condition JX, = JX,0 at y=y0 is applied. Here 
ju,0 is the value of eddy viscosity at the local wall-layer edge, 
supplied by the host model. 

It is noted that, while 

d_ 

dy 
(fx + n,/ok) 

dk 

dy 
•Ck 

(pky 

Mr 
= 0. (4) 

dk (3sm<p(y) (pk\ 
dy 1 + cos/3 py0 

max , 31np 
dy 

Since this equation is to be applied for y > y0, the effect 
of molecular diffusion is assumed negligible compared to tur
bulent diffusion, further reducing Eq. (4) to read 

d_ 

dy 
Mr dy 

-V/cCi 

or, equivalently, 

dy 
akCk(pky 

(pkl 

dk 

dy 

= 0 (5) 

(60) 

the term involving the density gradient has been neglected in 
the solution of Eq. (6). This simplification is not expected to 
significantly change the quality of the predicted eddy viscosity 
field in near-wall reversed flow regions for a wide range of 
practical flow situations. 

The eddy viscosity formula, Eq. (7), is applied between the 
wall-layer edge and the local backflow edge (y0 < y < yt,.e.)-
Accordingly, the velocity scale in the middle layer is 

/ o \ 1/2 

,1/2 / C O S p - C O S i p V=k" 1 + cos/3 
(8) 

334 /Vo l . 114, SEPTEMBER 1992 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3.0 

2.4 

1.8 

1*. 
1.2 

0.6 

0.0 

STATIC PRESSURE 
CONTOURS 

X 

-0.5 0.1 0.7 1.3 1.9 2.5 
x/c 

Fig. 2(a) 

0.8 

0.7 

H 0.6 
Q. 

a- 0.5 

0.4 

0.3 

M =0.07 J 

_ jj~—p 

SHOCK 

=?V-
hi(1.9 cm) 

- / 

'o '1 

1 

j $ * " 

1 1 1 B 
-RECIRCULATION D 

j j jD(15.2cm) 

-c(20.3cm) oQnw™«u=L 

3 0 0 0 ^ - " — 

Calc. w/o 
B.F. Model _ 
Calc. 

o Data — 

i i i 

0.5 0.7 0.9 1.1 1.3 1.5 

x/c 
Fig. 2(b) 

0.50 

0.35 

*" 0.20 o 
T -

O"0.05 

-0.10 

-0.25 

ITs 

- ' 

— 

I • 

| 

I 

o 

^ ^ B ^ 

l 

1 ' c 
• Calc. w/o 

B.F. Model _ 
• Calc. 

Data 

^^^ -* 

1 1 
0.5 0.7 0.9 1.1 1.3 1.5 

x/c 
Fig. 2(c) 

and the length scale results implicitly from the \x, distribution 
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Figure 1(Z>) shows typical length-and velocity-scale profiles 
within a backflow region. 

It is noted that the above model is valid for both two-and 
three-dimensional flows. It is further observed that there are 
no case-dependent "constants" in the entire model formula
tion. 
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-ITvvuExio 
Fig. 2(f) 

Inner and Outer-Layer Modeling 
The backflow model was included as a module in the k-L 

and k - e turbulence models available in the USA Reynolds-
averaged Navier- Stokes flow solver, which is a highly (up to 
3rd order) accurate solver, based on a TVD formulation for 
the convection terms, within a finite volume framework (Chak-
ravarthy et al., 1988). These serve as host models, supplying 
the eddy viscosity field in the wall-layer (y<yo) and in the 
outer-layer (y>yi,.e.). In general, any model which solves the 
turbulence kinetic energy equation may serve as a host model. 
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Figure 1(c) indicates the location of the three layers used in 
the present composite turbulence model. Figure 1(d) shows a 
typical eddy viscosity profile calculated with this model. The 
corresponding velocity profile is also shown on the same plot. 

Model Evaluation 
Several flow cases were computed, using the three-layer 

model, and the results agreed fairly well with experimental 
data. Two of these cases are presented here: 

Case 1. This case is the transonic flow over an axisymmetric 
bump of Bachalo and Johnson (1979). Figure 2 presents com
parisons between predictions and data for surface pressure, 
skin friction, axial velocity profiles at two streamwise locations 
within the reversed flow region, and the corresponding Reyn
olds shear stress and turbulence kinetic energy profiles. Two 
sets of predictions, one with the backflow model on, the other 
with the model off, are shown. Pressure contours are also 
included to show the shock location. The host turbulence model 
was the 1-equation k — L model (Goldberg and Chakravarthy, 
1990). A 101 x 50 grid size was used, with at least three cells 
inside the viscous sublayer (y+ < 11). 

Case 2. This case is the hypersonic axisymmetric flow over 
an ogive-cone- cylinder-35° flare configuration of Kussoy and 
Horstman (1989). Figure 3 shows predictions and data com
parisons for surface pressure, skin friction, and surface heat 
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transfer. The pressure contour plot is included to show shock 
structure and extent of upstream influence. Here, too, the k - L 
turbulence model served as the host model. A 125 x 50 grid 
size was employed, with at least three cells within the viscous 
sublayer. 

Summary 

A model for turbulent backflows was introduced and tested. 
The model was based on experimental observations, in par
ticular, the wave-like behavior of the turbulence and the type 
of energy balance observed in detached flow regions. These 
led to an ODE for the eddy viscosity, resulting from a reduced 
form of the kinetic energy equation. This ODE was solvable 
analytically. The model was applied as a module within a 
"host" eddy viscosity model (such as a. k-e model) using a 
three-layer framework wherein the host model supplied the 
eddy viscosity distribution in the inner (wall) layer and in the 
outer (wake) layer, while the backflow model predicted the 
eddy viscosity field in the middle (backflow) layer. This ap
proach is readily applicable to three-dimensional flows. 

Calculation of several flow cases involving reversed-flow 
regions, using this approach, were encouraging. Since the model 
is firmly based on observed physics, as discussed above, and 
since it contains no "tuning" constants, in contrast with cur
rently available approaches, further evaluation of this model 
is in order before its success and shortcomings, relative to other 
existing models, may be properly assessed. 
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A Comparison of Turbulent 
Boundary Layer Wall-Pressure 
Spectra 
Turbulent boundary layer wall-pressure spectra from various experimental inves
tigations and a recent numerical simulation are presented. The spectra are compared 
in nondimensional form with three commonly used scaling laws. Attenuations re
sulting from inadequate sensor spatial resolution are shown to be of primary im
portance at the higher frequencies. The dependence of the scaling laws on momentum 
thickness Reynolds number is discussed. The ratio of the outer to the inner boundary 
layer length scale is shown to provide insight into the observed trends in the spectra. 

Introduction 
Over the past thirty years, many measurements of the au-

tospectra of wall-pressure fluctuations beneath turbulent 
boundary layers have been reported. These have been aimed 
both at gaining knowledge of the physics of turbulent boundary 
layers, and at solving practical engineering problems such as 
reducing the flow-induced noise within an aircraft that results 
from boundary layer excitation of the aircraft skin. Spectral 
data are nondimensionalized with appropriate scales for mass, 
length and time. The effectiveness of any particular scaling 
law is determined by the extent to which the data collapse to 
a single curve. 

Farabee (1986) considered the general form of the spectral 
solution to the Poisson equation, which governs the wall-pres
sure fluctuations. He concluded that spectral contributions at 
high frequencies result from turbulent velocity fluctuations in 
the wall region of the boundary layer. Contributions at low 
frequencies were found to result from turbulent velocity fluc
tuations across the entire boundary layer. Separate nondi
mensional parameters are therefore required for scaling the 
low and high frequency portions of the spectra. This paper 
contains a comparison of three different scaling laws com
monly used for wall-pressure spectra. The effectiveness of each 
one is assessed by comparing the spectral data from a number 
of experimental investigations and also from a recent com
putational effort. 

Comparisons of Spectral Data 
An ideal flow facility for the measurement of wall-pressure 

fluctuations would have negligible free stream turbulence in-

'in technical literature on acoustics, pressure is generally expressed in units 
of micropascals. For consistency with previously published data, we have chosen 
to use British units throughout this paper. However, all spectra are presented 
in dimensionless form. 

Contributed by the Fluids Engineering Division and presented at the Winter 
Annual Meeting, Symposium on Flow Noise Modeling, Measurement, and Con
trol, Atlanta, Ga., December 1-6, 1991, of THE AMERICAN SOCIETY OF M E 
CHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division 
August 16, 1991. Associate Technical Editor: J. C. Humphrey. 

tensity and no acoustic background noise. The pressure sensors 
should be sufficiently small to resolve turbulent scales of the 
order of ten viscous lengths and should be calibrated to es
tablish their wavenumber-frequency response. In addition, the 
boundary layer parameters T, 5,6*, and 6 should be measurable 
to a high degree of accuracy. Uncertainties in these quantities 
constitute sources of error in the nondimensional spectral 
levels. The errors at higher frequencies due to the finite sensor 
size will be discussed here in detail. At low frequencies, where 
the effects of sensor size are negligible, the uncertainty in the 
spectral levels depends on the signal processing as well as the fa
cility characteristics mentioned above. The majority of the 
investigations compared here did not include a statement as 
to the uncertainty in the spectral levels. Therefore it is not 
possible to establish precise uncertainties and associated con
fidence levels for many of the investigations due to lack of 
information. Based upon personal communications with par
ticular authors as well as information in the respective articles, 
the uncertainty in the published nondimensional spectral levels 
was within ± 1 dB for all cases. In the comparisons presented 
here, all ambiguities with regard to single or double-sided spec
tra, or from factors of 2ir have been taken into account. For 
data sets in which required scaling parameters were not given, 
values were estimated from Coles' (1953) results for ideal flat 
plate boundary layers. 

Bull and Thomas (1976) concluded that the use of pinhole 
sensors in air led to errors in the measured spectra. However, 
Farabee (1986), Farabee and Casarella (1991), and Gedney and 
Leehey (1989) have concluded that pinhole sensors are effective 
for wall-pressure measurements. We have therefore included 
in this comparison the data of Farabee (1986) which were 
obtained with pinhole sensors. Present sensor technology re
quires the use of pinhole sensors in air in order to resolve the 
smallest turbulent scales. Also, none of the data compared 
here were obtained using noise cancellation techniques. 

For the purpose of comparing frequency spectra from these 
various data sets, the following three scaling laws for the spec
tra will be considered: 
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(/) Outer Variables. The frequency is scaled as w8*/U0 

and the spectrum is scaled as $(w)/(p25*Ul). 

(U) Mixed Inner and Outer. The frequency is scaled with 
outer variables as oi8*/U0 and the spectrum is scaled with inner 
and outer variables as *(GJ)[ / 0 / (T 25*). 

(Hi) Inner Variables. The frequency is scaled as cW«2 

and the spectrum is scaled as $(CO)UI/(T2V). 
The outer variable scaling given above appeared in the early 

literature, and has also been used in recent investigations. We 
note that the choice of 5* as the outer length scale is subject 
to discussion. Although the displacement thickness is an integral 
length scale for the boundary layer, it is not a direct measure 
of the outer length scale of the boundary layer. A more direct 
measure of the outer length scale is 8. Since the relationship 
between 8 and 5* varies with Reynolds number, the two quan
tities are not equivalent as length scales. Here, we use 8* largely 
for consistency, since many of the investigators also chose 8*. 
Other outer variable scalings may well prove to be more ap
propriate in the future. Similarly, although the inner scaling 
and mixed scaling given above have also been used by many 
investigators, they should not be viewed as definitive. We note 
that Farabee and Casarella (1991) have recently scaled fre
quency as u8/uT and the spectrum as #(co)ur/T

25. 
In comparing these three scalings, the following approach 

is taken: 
(i) The data from the various investigations will first be 

presented with the outer variable scaling. The general trends 
in the data sets with this scaling including the attenuations 
resulting from inadequate spatial resolution will be discussed. 

(ii) The relationship between the outer variable and mixed 
variable scaling is presented. The effectiveness of each of these 
scalings for collapsing the data at the lower frequencies is 
discussed. 

(iii) The relationship between the outer variable and inner 
variable scaling is presented. The effectiveness of the inner 
variable scaling for collapsing the data at the higher frequencies 
is discussed. 

(iv) Data from the internal and external flows are compared 
to determine any apparent trends. 

(a) Outer Scaling and the Effect of Sensor Spatial Reso
lution. Following Willmarth and Roos (1965) the measured 
wavenumber-frequency spectrum, $„,(kuk2,(i>), is related to the 
true wavenumber-frequency spectrum, i,(ki,k2,ui), through the 
expression 

<f>m(kuk2,w) = $,(Ar1,A:2,a>)s(/t1,Ar2)a>) (1) 

where s(k],k2,iS) is the wavenumber-frequency response of the 
pressure sensor. Using the relationship 

*(«)= J $(ki,k2,o})dkldk2, (2) 

Equation (1) may be expressed in the form 

^l(ki,k2,^)s(kl,k2,o))dkidk2. (3) 
- oo " — oo 

It is apparent from Eq. (3) that knowledge of the wavenumber-
frequency characteristics of both the true turbulent wall-pres
sure field and of the pressure sensor are required to determine 
the effects of the sensor spatial resolution on the measured 
frequency spectrum, $m(to). Direct measurements of the wave
number-frequency spectrum $m(k1,k2,o)) require a large num
ber of matched sensors as well as extensive signal processing 
capabilities. Very few direct measurements of $m(k\,k2,a>) have 
been reported to date. In general, models for the quantity 
$t(ki,k2,u>) are inexact due to the limitations in the measure
ment upon which they are based. 

The Corcos (1963) model of the cross-spectrum was derived 
from the cross correlation measurements of Willmarth and 
Wooldridge (1962). With this model, Corcos showed that the 
ratio of the measured frequency spectrum to its true value, 
*m(a>)/*,(&>), depends only upon the quantity wr/Uc, where r 
is the radius of the pressure sensor. In this formulation, Corcos 
assumed a uniform sensitivity distribution over the face of the 
circular pressure sensor, and also an instantaneous temporal 
response. With these assumptions, the wavenumber-frequency 
response of the sensor is given by Willmarth and Roos (1965) 
as 

s(*„*2,co) = [1/TT2] • [Jx(kr)/(kr)f. (4) 

Nomenclature 

d(=2r) = circular sensor diame
ter, (in) 

d+ = duT/v 
d* = (duT/v)(uT/U0) = d + (ur/ 

U0) 
f = cyclic frequency, (Hz) 

H = 8*/8 = boundary layer 
shape factor 

J\(kr) = Bessel function of the 
first kind, first order 

ki = streamwise wavenumber 
of a converted turbu
lent wall-pressure dis
turbance, (rad/in) 

k2 = spanwise wavenumber 
of a convected turbu
lent wall-pressure dis
turbance, (rad/in) 

k = V k\ + k\, (rad/in) 
kc = w/Uc = convective 

wavenumber, (rad/in) 
p(t) = fluctuating wall-pres

sure, (psi)1 

Prm, = Ho°°*(<o)cM1/2 = fluc

tuating wall-pressure 
root mean square, (psi) 

R„ = 8*uT/v = ratio of the 
outer to the inner 
length scale 

R# = UD8/v = momentum 
thickness Reynolds 
number 
dimensionless wave
number-frequency re
sponse of a pressure 
sensor 
Vr /p = friction veloc
ity (shear velocity), 
(ft/s) 

Uc(a) = frequency dependent 
convection velocity of a 
turbulent wall-pressure 
disturbance, (ft/s) 

U0 = free-stream (or center-
line) velocity, (ft/s) 

8 = boundary layer thick
ness, (in.) 

8* = displacement thickness, 
(in.) 

s(kuk2,w) = 

uT 

6 = momentum thickness, 
(in) 

v = kinematic viscosity of 
fluid, (ft2/s) 

p = fluid density, (lbm/ft3) 
r = mean wall-shear stress, 

(psi) 
* ( u ) = single-sided autospec-

tral density of the fluc
tuating wall-pressure, 
(psi)2/(rad/s) 

$(kuk2,a) = wavenumber-frequency 
spectral density of the 
fluctuating wall-pres
sure, (psi)V(rad3/ 
(in2-s)) 

u = 2irf = angular fre
quency, (rad/s) 

a;,, = frequency cut-off for 
effects of sensor spatial 
resolution, (rad/s) 

Subscripts 

m = measured quantity 
t = true quantity 
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Fig. 1 Nondimensional wall pressure spectra scaled on outer variables 

In general, the sensitivity distribution over the face of a 
sensor is not uniform and not readily measurable. Sensors are 
often calibrated in a known acoustic field, such that their 
response to only long wavelength pressure fluctuations is de
termined. The true sensor wavenumber-frequency response is 
therefore an additional unknown quantity. For these reasons, 
correction procedures of the type provided by Corcos are only 
approximate in nature. Hence, the true frequency spectrum 
$,(o)) cannot accurately be recovered from measurements that 
were influenced by the spatial resolution of the pressure sensor. 
Correction procedures do, however, allow an estimate of the 
spectral frequency range over which the sensor spatial reso
lution effects are important. 

For each data set, the following method was used to deter
mine the frequency range over which spatial resolution effects 
were negligible. Corrections to the measured spectra were de
termined using the Corcos method with no modifications. The 
frequency, oiu, at which the ratio of the corrected to the meas
ured spectrum was 1.26 (or 1 dB) was determined. The value 
1 dB was chosen arbitrarily. The spectral levels at frequencies 
higher than o>„ were then assumed to have been attenuated by 
the spatial resolution of the sensors. Figure 1 contains the wall-
pressure spectral data from each data set, with the outer vari
able scaling. The value of wu8* /U0 for each data set is noted 
by the respective symbol located immediately above the fre
quency axis. The Corcos correction was applied to the Choi 
and Moin (1990) data, assuming a sensor diameter equal to 
the stream wise numerical grid length. For o)8*/U„>3.3, the 
spectral levels from all of the data sets were influenced by the 
resolution of the respective sensors. 

From the Corcos correction method discussed above, the 
spectral attenuation due to spatial resolution depends only 
upon the quantity wr/Uc or equivalently kcr, where kc is the 
convective wavenumber. The quantity kcr may be expressed 
as 

kcr = (u8* /U0){U0/Uc)(d/28*) (5) 

For a fixed value of «5 /£/„, the quantity {U0/Uc)(d/28*) will 
determine the attenuation. For u>8*/U0>l, the quantity UJ 
U0 has typically been reported to approach a constant value 
of approximately 0.6. The variation in this value among data 
sets is generally within 10 percent. Variations in Uc/U0 within 
10 percent lead to variations in the spectral attenuations to 

within 0.5 dB. The quantity d/8* varied from 0.13 to 0.89 for 
the data sets compared here. The effect of variations in UJ 
U0 among data sets is therefore small compared to the effect 
of variations in the quantity d/8*. For frequencies w8*/U0 

where attenuations due to spatial resolution are significant, a 
trend of decreasing spectral levels with increasing d/8* should 
occur. The scaling of *(co) will also clearly affect the spectral 
levels. Depending upon the particular frequency, the inner 
scaling may be more appropriate than the outer. Rather than 
attempting to identify a priori particular frequency ranges, we 
assume the outer scaling is to some extent valid over the entire 
frequency range and look for the above trend. 

For the case of the inner scaling, the quantity kcr may be 
expressed as 

kcr=(cop/u2
T)(uT/U0XU0/Uc)(d/2)(uT/p) (6) 

The above arguments for the effect of convection velocity also 
apply here. The quantity d+ =duT/v is currently used by in
vestigators as the metric for sensor spatial resolution. However, 
the quantity uT/U0 also appears. For the data sets considered 
here, uT/U0 varies from 0.05 at the lowest R„ to 0.03 at the 
highest. For the inner scaling, this variation must also be con
sidered in addition to the quantity duT/v. The quantity 
d * = (dur/v){uT/U0) therefore is the parameter that determines 
the spatial resolution for the case of the inner scaling. 

In Eq. (6) we have introduced the quantity U0 in order to 
consider the quantities uT/U0 and U0/Uc. We note that U0 does 
not appear explicitly in the inner variable scaling. An equivalent 
form of Eq. (6) may be considered, in which the quantity 
(uT/U0)(U0/Uc) is replaced with the quantity uT/Uc. This for
mulation does not involve U0 explicitly, and may therefore be 
more consistent with respect to the inner variable scaling. How
ever, the former formulation is believed to be more easily 
interpreted, as the quantity ur/Uc is somewhat obscure. Both 
formulations are equivalent with regard to determining the 
effects of sensor spatial resolution. 

Table 1 contains the quantities d/8*, duT/v, and d * for each 
data set. In addition, Table 1 shows that the ratio R* of the 
outer length scale to the inner varies significantly among the 
data sets. Sensor size in relationship to both scales should 
therefore be considered. For example, we note the compara
tively low value of R„ for the numerical data of Choi and 
Moin (1990). 

For the case of the outer scaling, the dominant trend in Fig. 
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Table 1 Investigations of turbulent boundary layer wall-pressure fluctuations 

Investigation 

Bakewell 
etal. (1962) 

Bull (1967) 

Bull & 
Thomas (1976) 

Carey 
etal. (1967) 

Choi& 
Moin(1990) 

Farabee (1986) 

Keith & 
Bennett (1991) 

Schewe (1983) 

Schloemer 
(1967) 

Willmarth & 
Wooldridge 
(1962) 

Test 
Section 

Fully 
Developed 
Pipe Flow 

Wind Tunnel 

Wind Tunnel' 

Fully 
Developed 
Pipe Flow 

Fully 
Developed 

Channel Flow 

[Numerical] 

Wind Tunnel 

Developing 
Channel Flow 

Wind Tunnel 

Wind Tunnel 

Wind Tunnel 

Fluid 

Air 

Air 

Air 

Water 

arbitrary 

Air 

Air 

Water 

Air 

Air 

Air 

Uo 
(ft/s) 

178 

329 

78.7 

55.7 

3200 v/S 

6.0 

50.8 

20 

20.7 

79 

156 

8 
(in) 

1.75 

1.188 

1.80 

1.75 

arbitrary 

1.0 

1.097 

0.74 

1.18 

1.1 

4.488 

5* 
(in) 

0.22 

0.149 

0.224 

0.22 

0.1418 

0.141 

0.177 

0.09 

0.181 

0.158 

0.456 

8 
(in) 

0.175 

0.107 

0.18 

0.175 

0.0878 

0.087 

0.128 

0.08 

0.130 

0.118 

0.408 

v / u t 

(in) 

3.5x10"" 

1.67x10"" 

6.87x10"4 

7.65X10-5 

5.56x10"38 

5.56X10-3 

9.47X10"4 

1.9X10"4 

2.13X10-3 

6.77x10"4 

4.25X10"4 

Re 

1.5X104 

1.95x10" 

7 X103 

7.5x10" 

2.85x102 

2.85x102 

3.4X103 

1.34X104 

1.4X103 

4.5x103 

2.9X10" 

R. 

630 

890 

330 

2860 

25.4 

25.4 

188 

480 

86 

235 

1070 

d 
(in) 

0.07 

0.029 

0.0295 

0.07 

Ax, = 
0.0988 

Ax, = 
0.098 

V32 

0.08 

0.0394 

0.06 

0.163 

d/S' 

0.32 

0.195 

0.13 

0.32 

Ax,/8'= 
0.696 

Ax,/8*= 
0.696 

0.177 

0.89 

0.22 

0.38 

0.36 

d+ = 
du,;/v 

202 

173 

44 

915 

Ax+. 

17.6 

Axt = 
17.6 

33 

430 

19 

89 

383 

d* = 
d+ux/U„ 

6.9 

5.69 

1.58 

27.7 

0.99 

0.99 

1.33 

14. 

0.84 

3.4 

12.7 

1 over the frequency range G>5*/£ / 0 >3.3 is that of decreasing 
spectral level with increasing d/5*. As an exception to that 
trend, the levels of Farabee (1986) for d/5* of 0.18 lie above 
those of Bull and Thomas (1976) for d/5* of 0.13. The data 
of Bull and Thomas were obtained with piezoelectric sensors. 
The levels of Bakewell et al. (1962), Carey et al. (1967), and 
Schloemer (1967), all of which have comparable values of 
d/5*, are grouped together, with Schloemer's data showing a 
slightly more rapid roll-off, consistent with his slightly greater 
value of d/5*. The levels of Willmarth and Wooldridge (1962) 
for d/5* of 0.36 lie above the other data sets with comparable 
d/5* values. The trend of decreasing spectral level with in
creasing d/5* is, therefore, not mono tonic with respect to all 
of the data sets. 

From the Corcos correction method, a value for kcr of 0.34 
corresponds to an attenuation of 1 dB. For the outer frequency 
scaling, from Eq. (5) we have wu5*/Uo = 0.34(Uc/Uo)(2/(d/ 
5*)). The trend of decreasing u„5*/U0 with increasing d/5* 
should therefore exist for the various data sets. From Table 
1, the ordering of the data sets with increasing d/5* is Bull 
and Thomas (1976), Farabee (1986), Bull (1967), Schewe (1983), 
Bakewell et al. (1962), Carey et al. (1967), Willmarth and 
Wooldridge (1962), Schloemer (1967), Choi and Moin (1990), 
and Keith and Bennett (1991). From Fig. 1, the decreasing 
ordering of u>u5*/U0 agrees with the above ordering of in
creasing d/5*. A minor exception is that uu5*/U0 for Bakewell 
et al. is slightly higher than a>u5*/U„ for Carey et al., although 
they have identical values of d/5*. For the inner frequency 
scaling, fromEq. (6) wehave w„c/w? = 0.34(t/c/[/o)(2/d/*). The 
trend of decreasing ojuv/ul with increasing d* should exist. 
The ordering of the data sets with increasing d* is Schewe 

(1983), Choi and Moin (1990), Farabee (1986), Bull and Thomas 
(1976), Schloemer (1967), Bull (1967), Bakewell et al. (1962), 
Willmarth and Wooldridge (1962), Keith and Bennett (1991) 
and Carey et al. (1967). From Fig. 6, the decreasing ordering 
of wuv/u2

T agrees with the above, with the exception that OJ„C/ 
ul for Keith and Bennett is slightly greater than that for Will
marth and Wooldridge. 

Figure 2 contains the data from Fig. 1 corrected using the 
Corcos method. Comparison of the corrected and uncorrected 
data shows the significant attenuations which exist for data 
sets corresponding to larger values of d/5*. Although the scat
ter between the data sets is reduced when corrections are ap
plied, comparison of the corrected spectra to determine the 
effectiveness of the outer, mixed, or inner scaling is not valid 
due to the uncertainties in the correction method previously 
discussed. 

As previously noted, the sensor spatial resolution depends 
upon the quantity kcr. Clearly the sensor spatial resolution 
does not depend explicitly upon Rg. However, for a particular 
investigation in which Re is varied, the sensor spatial resolution 
which exists at a particular nondimensional frequency will vary 

, with Rg. We now discuss how R9 may be varied, and how the 
sensor spatial resolution is affected by this. 

For an ideal external boundary layer experiment with con
stant fluid density and viscosity and fixed transition location, 
Re may be increased at a particular measurement location by 
increasing U0 (with 5, 5*, 6, and v/ur decreasing slightly). 
Alternatively, Rg may be increased by holding U0 constant and 
moving the measurement location downstream such that 5, 5*, 
6, and v/uT increase. For a particular frequency scaled on outer 
variables, oi5*/U0, the effects of sensor spatial resolution on 
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Nondimensional wall pressure spectra scaled on outer variables, corrected for spatial resolution 

the measured spectra vary with Re as follows. For a fixed value 
of OJS*/1/0, the attenuation due to the sensor spatial resolution 
will increase if Re is increased by increasing U0 and holding 
the measurement location fixed. This results from the increase 
in d/b* due to the decrease in S*. For a fixed value of u8*/ 
U0, the attenuation due to the sensor spatial resolution will 
decrease if Re is increased by holding U0 constant and moving 
the measurement location downstream. This results from the 
decrease in d/b* due to the increase in 5*. 

Bull (1967) varied Re by using different measurement lo
cations (with U0 held constant) and also by varying U0 at a 
particular measurement location. The trends noted above are 
supported by his spectra scaled on outer variables. For co5*/ 
U0>2, where spatial resolution effects are significant, his non-
dimensional spectra displayed lower levels as U„ was increased 
at a fixed measurement location. The levels increased as the 
measurement location was moved downstream with U0 held 
constant. The data of Keith and Bennett (1991), which were 
taken at a fixed measurement location, showed similar trends. 

Bull's results also allow evaluation of the effectiveness of 
the outer variable scaling. Bull presented his spectra with cor
rections for spatial resolution applied. Bull's corrected spectra 
measured at various U0 and different streamwise locations all 
collapsed well with the outer variable scaling. The variations 
in the uncorrected spectral levels (scaled on outer variables) 
are therefore primarily due to spatial resolution effects. In 
view of this, the approach taken here involving the use of the 
outer variable scaling to determine the effects of sensor spatial 
resolution is reasonable. 

The dependence of sensor spatial resolution on Re for the 
inner scaling is based on d* = (duT/v)(uT/U0). The length scale 
vU0/u

2
T varies with both U0 and streamwise measurement lo

cation in the same manner as 5*. Increasing Rg by increasing 
U0 at the same measurement location results in an increase in 
d* due to the increase in uT. This decreases sensor spatial 
resolution. Increasing Rg by moving the measurement location 
downstream and holding U0 constant decreases uT so that d * 
is smaller, leading to better sensor resolution. 

For these reasons, no conclusion can be reached with regard 
to the effect of Rg on the measured spectra at higher frequencies 
when spatial resolution effects are significant. For both inner 
and outer scaling, increasing Re can either increase or reduce 
resolution depending on whether U0 is increased or the meas

urement location is changed. Due to the implicit dependence 
of the sensor spatial resolution on Re, conclusions as to the 
effects of Re on the true spectra are limited to the lower fre
quencies. 

(b) Comparison of the Mixed Scaling With the Outer Scal
ing, and R# Effects. Figure 3 contains the spectral data from 
each data set with the mixed inner and outer variable scaling. 
As the mixed frequency scaling is the same as the outer fre
quency scaling, the ratio d/b* for each data set is again required 
to establish the effect of sensor resolution on the measured 
spectra. The ordering of the spectral levels with increasing 
d/b* is not the same as for the case of the outer scaling, due 
to the effects of the mixed scaling itself on $(co). Figure 4 
contains the data from Fig. 3 corrected using the Corcos (1963) 
method. We note that the scatter among the various data sets 
at higher frequencies in Fig. 4 is comparable to that in Fig. 2 
for the corrected spectra scaled on outer variables. 

The outer scaling of the spectrum, $(<o) is related to the 
mixed scaling by the relationship 

{*(«)/(p25*t/J)}- [l/(«T/t/0)4)=*(a;)t/0/(T25*). (7) 

From Coles' (1953) results for an ideal flat plate boundary 
layer, the quantity uT/U0 decreases with increasing Re. The 
mixed variable scaling may be interpreted as imposing this 
particular Reynolds number effect on the outer scaling. Equa-' 
tion (7) may, therefore, be viewed as a mapping from the outer 
scaling to the mixed scaling. The quantity $(o))/(p28*Ui) is 
mapped upward by an amount \/(uT/1/0)

4. Due to the variation 
in uT/U0 with Re, the spectra measured at lower values of Re 
are mapped upward by a smaller amount than those for higher 
Rs. In order for the mixed scaling to collapse the spectra more 
effectively than the outer scaling, the spectra scaled on outer 
variables should therefore display the trend of decreasing spec
tral levels with increasing Re values. 

Figure 5 contains the quantity 10 Log[ l/(wr/£/0)4) graphed 
as a function of R#. The results of Coles are shown as a solid 
line and a point is shown for each data set. The effect of the 
mixed scaling with respect to the outer scaling may be deter
mined for any particular data set from Fig. 5. As an example, 
we compare the data set of Bull (1967) with that of Choi and 
Moin (1990). From Fig. 1, for oib*/U0< 1, the spectral levels 
of Bull are approximately - 52 dB, while those of Choi and 
Moin are approximately - 4 5 dB. From Fig. 5, the 10 Log 
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(l/(w/[/0)4 j factor for Bull (R„ = 19,500) is + 59 dB while that 
for Choi and Moin (R<, = 285) is +50 dB. Hence, with the 
mixed scaling, the spectral levels for Bull are +7 dB, while 
the levels for Choi and Moin are +5 dB. Thus, by imposing 
a Reynolds number effect on the outer scaling, spectra from 
two data sets that have widely different values of Rg collapse 
together at low frequencies. These results can be verified in 
Fig. 3. 

For the following comparisons, we again consider the non-
dimensional frequency range <ji8*/U0<l, where spatial reso
lution effects are not significant. The results in Fig. 1 for the 
outer variable scaling show that the trend of decreasing spectral 
levels with increasing ~Re is supported by the data of Choi and 
Moin, Schewe (1983), and Farabee (1986). No clear trend is 
displayed by the remaining data sets which have Rg values of 
4500 or greater. For these higher Re cases, the outer scaling 
results in a slightly better collapse of the data sets than the 

mixed. Moreover, the data of Carey et al. (1967) and Bakewell 
et al. (1962) collapse extremely well with the outer scaling, but 
are spread somewhat with the mixed. The Rg value of Carey 
et al. was 5 times greater than that of Bakewell et al. Both 
investigations were for fully developed pipe flow. 

Bradshaw (1971) states "that Reynolds number effects are 
negligible for R0 greater than approximately 5000. This value 
represents a very approximate lower bound on Rs for an equi
librium turbulent boundary layer. It is possible that the higher 
spectral levels of Choi and Moin and Schewe with lower Re 
values (significantly below 5000) reflect a Reynolds number 
effect. It should be noted that the spectral data (in dimensional 
form) presented by Schewe, measured with different sized sen
sors (with all other boundary layer parameters fixed) displayed 
measurable scatter at low frequencies where the effects of 
sensor size should be negligible. The reason for this is not 
clear. Also, we note that the spectral levels of Schloemer (1967) 
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are significantly lower than those of Farabee (1986), although 
the Rg values for the two data sets are comparable. 

The effectiveness of the mixed as compared to the outer 
scaling may be investigated by varying Re in a particular in
vestigation. Farabee (1986) found that the mixed scaling more 
effectively collapsed the low frequency spectral levels measured 
at Re values of 6000 and 3400. Keith and Bennett (1991) found 
the opposite trend at low frequencies for Rg values of 13,400 
and 8200. For their case the outer scaling collapsed the data 
more effectively than the mixed. The higher free stream tur
bulence intensity in the water tunnel used by Keith and Bennett 
may possibly have masked the Re effect measured by Farabee. 
The spectral data of Willmarth and Wooldridge (1962) meas
ured in a wind tunnel at Re values of 38,000 and 29,000 col
lapsed extremely well when scaled on outer variables. The data 
of Bull (1967) also collapsed well with the outer variable scal
ing, as previously noted. 

In summary, these results show that for data sets having R9 

values lower than 4500, Reynolds number dependence can be 
taken into account by use of the mixed scaling (through uj 
U0 in Fig. 5). We note that the very high spectral levels from 
Choi and Moin's (1990) numerical computations, as shown in 
Fig. 1, cannot be readily accounted for without an argument 
for Reynolds number dependence. Additional experimental 
data at Rs values less than 1000 are required in order for firm 
conclusions to be drawn regarding Rg effects at low Re. 

The effectiveness of outer versus mixed scaling must be 
regarded as inconclusive for data sets having Re values higher 
than 4500. Particular data sets obtained at higher Re values 
collapse less well with the mixed than with the outer scaling. 
The contributions from large scale vorticity or other boundary 
layer irregularities in experimental facilities may mask the ef
fectiveness of the mixed scaling. Studies conducted in one 
experimental facility at various Rg values, such as that of Far
abee (1986), are more accurate for establishing the effectiveness 
of the mixed scaling. 

(c) Comparison of the Inner Scaling With the Outer Scal
ing. The characteristic length scale associated with the inner 
or wall region of the turbulent boundary layer is defined as 
v/ur. The characteristic inner time scale is defined as v/u2

T. In 
comparison to the outer length and time scales, 5* and 8*/U0, 
the inner scales depend explicitly on the kinematic viscosity of 
the fluid. The inner frequency scaling is related to the outer 
frequency scaling through the relationship 

{«fiV£/0) • { ! / * . ) - d A K / I / o ) ) = o)v/ul (8) 

The inner scaling for $(OJ) is related to the outer through the 
expression 

(*(w)/(p25*£/J)j • [R,] • [\/(uT/U0f] =*(o ))«?/(A) (9) 

Here, both the frequency and spectral scaling are influenced 
by the parameters uT/U0 and Rt = 8*uT/p. The quantity Rf is 
related to Re through the expression 

R*=H-(uT/U0)-Re (10) 

where H= 5*/6 is the shape factor. The inner scaling therefore 
imposes a Reynolds number effect on both the frequency and 
the spectral levels, with respect to the outer scaling. 

The inner scaling does not collapse the spectral levels well 
at lower frequencies, as shown in Fig. 6. Farabee and Casarella 
(1991) concluded that the inner variable scaling was effective 
for their data for OJC/I /J>0.3 . Over this frequency range, the 
data sets of Carey et al. (1967), Keith and Bennett (1991), 
Bakewell et al. (1962), Bull (1967), Schloemer (1967), and 
Willmarth and Wooldridge (1962) were all influenced by the 
spatial resolution of the respective sensors. The data of Bull 
and of Bakewell et al., having values of d* of 6 and 7, re
spectively, agree well for wv/ul>0.05. 

Over the frequency range 0.1 <wv/u2
T<0.'S, the data of Choi 

and Moin (1990), Schewe (1983), Farabee (1986), and also Bull 
and Thomas (1976) were not influenced by spatial resolution 
effects. The data of Schewe and that of Bull and Thomas 
collapse well in this frequency range. The levels of Farabee 
are slightly higher, and those of Choi and Moin are lower. For 
O W H J > 0 . 6 , these data sets were all influenced by the spatial 
resolution of the sensors. A reasonable collapse of the four 
data sets occurs over this high frequency range. The expected 
ordering of these spectral levels from highest to lowest, due 
to spatial resolution effects, is Schewe (rf* = 0.8), Choi and 
Moin (G?* = 1.0), Farabee (c/* = 1.3), and Bull and Thomas 
(d* = 1.7). With the exception that the spectral levels of Choi 
and Moin fall just below those of Farabee, the data support 
that trend. The discrepancy in ordering may be due to the 
uncertainty associated with estimating the effective sensor size 
for Choi and Moin's numerical data set. 

The conclusion of Farabee and Casarella as to the frequency 
range over which inner variables collapse the spectral data is 
supported by the comparisons presented here. Again, the spa
tial responses of the sensors lead to complications. Future 
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measurements made with smaller sensors would provide ad
ditional insight. We note that for Re values greater than 5000, 
sufficiently small pressure sensors become very difficult to 
obtain or fabricate. 

Figure 7 contains the data from Fig. 6 corrected using the 
Corcos (1963) method. At the higher frequencies, the scatter 
in the corrected data is comparable to that for the corrected 
spectra with the mixed scaling and outer scaling. 

(d) Comparison of Internal and External Flows. Farabee 
and Casarella (1991) noted that for external boundary layers, 
contributions to the pressure spectra may result from velocity 
fluctuations associated with the interaction of the free stream 
with the outer region of the turbulent boundary layer. They 
found the velocity fluctuations measured in the intermittent 
region (at a distance from the wall of approximately 25) were 
correlated with the wall-pressure fluctuations. Panton et al. 
(1980) found a similar correlation at a distance from the wall 

of 2.65 for the case of turbulent boundary layer flow over a 
glider airplane. In that case, the freestream turbulence was 
negligible. Such large scale contributions with lower convective 
wavenumbers affect the low frequency portion of the spectrum. 
These particular contributions do not exist in fully developed 
pipe or channel internal flows, due to the absence of a free 
stream. 

For internal flows, contributions to measured spectra may, 
, in principle, result from velocity fluctuations in the boundary 
layers on adjacent (or opposite) walls, due to their proximity 
to the measurement location. The dominant contributions from 
the adjacent boundary layers would likely be from the large 
scale turbulence with low convective wavenumbers. These con
tributions would, therefore, appear in the low frequency por
tion of the spectra. In addition, when large scale vorticity is 
generated in contraction nozzles, it convects downstream into 
flow test sections, and contributes to the wall-pressure spec
trum at low frequencies. The spatial scale of such vorticity 

Journal of Fluids Engineering SEPTEMBER 1992, Vol. 114 / 345 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



varies between internal and external flows, due to the differ
ences in cross sectional geometry. Such contributions are in
herent to specific flow facility test sections, and in general are 
not well characterized by boundary layer parameters. Detailed 
surveys of the mean and fluctuating velocities are required to 
characterize these sources. Measurements of the correlation 
between the wall-pressure and velocity fluctuations are further 
required to relate the two quantities. In many cases, velocity 
surveys are limited due to mechanical constraints. 

For the outer scaling of Fig. 1, we consider the frequency 
range OJ5 */ C/0 < 1 over which the spectral levels of the following 
data sets were not influenced by spatial resolution effects. The 
internal pipe flows of Carey et al. (1967) in water, and Bakewell 
et al. (1962) in air have spectral levels that agree very well. 
The agreement at the higher frequencies reflects the identical 
d/8* values for the two data sets. We note that both investi
gations were conducted in 3.5 in. I.D. pipes, and that Re for 
Carey et al. was approximately five times greater than that of 

Bakewell et al. Fluctuating velocity measurements were not 
reported for either investigation. The spectral levels for the 
external flows of Bull (1967), and Farabee (1986) are higher 
than those of Carey et al. and Bakewell et al. The spectral 
levels for the external flow of Schloemer (1967) agree well with 
Carey et al. and Bakewell et al. 

The spectral levels for the fully developed channel flow of 
Choi and Moin (1990) with the outer scaling applied, were 
significantly higher than those for the pipe flow and external 
flow data sets-. The R^, value of 25.4 for the data set of Choi 
and Moin was significantly lower than the other data sets. A 
larger percentage of their boundary layer was occupied by the 
inner region. Their half channel height 5 corresponded to 180 
viscous lengths. For the pipe flows of Bakewell et al. and Carey 
et al., the pipe radius values corresponded to 5000 and 23,000 
viscous lengths, respectively. One might therefore expect the 
spectra of Choi and Moin to be dominated by contributions 
from the inner region. As previously noted, contributions to 
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the spectra from both the inner and outer regions of the tur
bulent boundary layer exist at low frequencies. The fact that 
the spectra do not collapse well at low frequencies with the 
inner variable scaling suggests that for the experimental data 
sets, contributions from the outer region are comparable to 
or greater than contributions from the inner region. 

Figure 8 contains the maximum spectral level from each data 
set, scaled with inner variables, as a function of i?„. The trend 
of increasing maximum spectral level with increasing Rt is 
supported by all of the data sets. As the length scale of the 
outer region relative to the inner region increases, the maximum 
spectral level increases. The low spectral levels at low fre
quencies for Choi and Moin's numerical simulation may pos
sibly be attributed to the small spatial extent of the outer region 
and the associated contributions to the spectra. The relation
ship between R „ and Re was given by Eq. (10). Figure 9 contains 
the data of Fig. 8 with Rt replaced by Re. A similar trend 
exists. While this trend may be interpreted as a Reynolds num
ber effect, the dependence upon Rt is believed to provide more 
physical insight than the dependence upon Re. If one assumes 
8 rather than 5* is the appropriate outer length scale, a value 
for R„ may be defined with 8* replaced by <5. 

Over the low frequency range, there is no consistent trend 
supported by all of the data sets. Based upon the excellent 
agreement between the two pipe flow data sets with signifi
cantly different Re values, an argument may be made for the 
validity of the outer scaling for pipe flows. The pipe flow data 
sets exhibit lower spectral levels than most of the external flows. 
Contributions resulting from the proximity of the neighboring 
boundary layers therefore appear to be small. 

The measurements of Keith and Bennett (1991) were made 
in a developing channel flow of water, with R# = 13,400. The 
channel height at the measurement location was 65, and the 
width was 165. The free stream turbulence intensity was 1 
percent. The pressure spectra might, therefore, be expected to 
display some characteristics of both internal and external flows 
due to the existence of a free stream and also the proximity 
of the boundary layers on the adjacent walls. Over the fre
quency range 0.1<cor5*/t/0<0.3, the spectral levels of Keith 
and Bennett decrease from the levels of the external flows to 
the levels of the internal pipe flows. 

Conclusions 
The effect of sensor spatial resolution is of primary impor

tance. When resolution effects are accounted for, variations 
among data sets are significantly reduced at higher frequencies. 
The correction procedure proposed by Corcos is effective for 
predicting trends in the spectra. At lower frequencies, the outer 
scaling results in a reasonable collapse of the data from all 
data sets for which Re>4500. The mixed scaling was shown 
to impose a Reynolds number effect on the outer scaling. The 
data sets having Rg values lower than 4500 collapse significantly 
better with the other investigations under this scaling. Addi
tional spectral data, experimentally obtained at Rs values less 
than 1000, are needed. Particular data sets obtained at higher 
Re values collapse less well with the mixed than with the outer 
scaling. The inner scaling is effective at the higher frequencies, 
and not at the lower, consistent with the conclusions of Farabee 
and Casarella (1991). The effect of sensor spatial resolution 
limited the number of data sets which could be compared with 
the inner scaling. Additional measurements with very small 
sensors at moderate to high Re values are needed. 

The investigator interested in comparing measured or com
puted wall pressure spectral data with other investigations must 
consider the respective sensor sizes, the momentum thickness 
Reynolds numbers, and the nondimensional frequency ranges, 

prior to determining the appropriate scaling to use. For hy-
drodynamic investigations at moderate to high momentum 
thickness Reynolds numbers, inadequate spatial resolution will 
always be a problem. Due to attenuations resulting from sensor 
spatial resolution, it was not possible to determine precise 
nondimensional frequency ranges over which the various scal-
ings were effective. Additional experimental and computa
tional spectral data are required to determine these and other 
details of interest. For tabulated data from all of the inves
tigations compared here, the reader is referred to Keith, et al. 
(1991), an expanded version of this paper. 
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On the Organization of Flow and 
Heat Transfer in the Near Wake of 
a Circular Cylinder in Steady and 
Pulsed Flow 
Skin friction, pressure, and heat transfer gages are employed to monitor the flow 
and heat transfer field along the periphery of a circular cylinder in steady and pulsed 
flow at Reynolds numbers, Re = 23,000 to 50,000. Averaged distributions, RMS, 
and power spectra of all measurements are displayed. Special attention is directed 
at the organization of the near wake, as detected by the three types of surface gages. 
The response of the wake to pulsing of the oncoming stream is also examined. It 
is found that when the wake is locked on the driving frequency, the basic character 
of the flow is not changed, but the organized motion stands out more clearly. 
Moreover, the signals become cleaner and background noise in the spectra is reduced. 
Skin friction and heat transfer gages are shown to respond to local variations of 
the corresponding quantities, whereas pressure gages respond to global characteristics 
of the flow. 

1 Introduction 
The flow over a circular cylinder has been extensively studied 

in fluid mechanics. Its geometric simplicity allows convenient 
machining of laboratory models and the development of simple 
analytical or numerical solutions, while exhibiting a rich col
lection of fluid mechanics phenomena. Moreover, this con
figuration has many applications in industrial processes. A 
large number of contributions have been devoted to this prob
lem. Cantwell and Coles (1983) compiled the most complete 
table on relevant contributions. They list 73 papers along with 
the corresponding information on blockage, aspect ratio, tur
bulence level, Reynolds number range, and others. Several 
review articles have also appeared in the last couple of decades 
(Mair and Maull, 1971; Berger and Wille, 1972; Parkinson, 
1974; Sarpkaya, 1979; Bearman and Graham, 1980; and Bear-
man, 1984). The majority of the investigations were concerned 
with global features of the flow, such as base pressure, vortex 
shedding frequency, or forces exerted on the cylinder. 

Experimental studies of flows over circular cylinders often 
concentrate on certain regions of the flow, or special values 
of the Reynolds number, or address a specific physical phe
nomenon. A great effort has been directed at understanding 
the flow features in the critical Reynolds number regime. The 
reader can trace most of the references on this topic in the 
recent contribution of Horvath et al. (1986). The spread of 
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OF FLUIDS. Manuscript received by the Fluids Engineering Division October 5, 
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the experimental data on this regime can be traced back to the 
influence of transition on separation (Schewe, 1986). The at
tached boundary layers leading to separation have also been 
well documented. For a recent contribution and a list of other 
references the reader is referred to Varty and Currie (1984). 

The wake region has been especially challenging, because it 
involves a seemingly chaotic motion, which, however, displays 
some elements of organization. In most of the studies in this 
area the far wake of the cylinder is examined. For recent 
contributions see Gerrard (1977), Cantwell and Coles (1983), 
Wei and Smith (1986), Kurosaka et al. (1987), and Ongoren 
and Rockwell (1988). In the last two papers the authors examine 
the region downstream of separation and address questions 
like three-dimensionality and stability of free shear layers. 

Heat transfer over a circular has been studied for many 
decades. In many of the studies only the average overall heat 
transfer between the fluid and cylinder was reported (Morgan, 
1975). Numerous authors presented data on the local distri
bution of time-averaged heat transfer around cylinders 
(Schmidt and Wenner, 1943; Kestin and Wook, 1971; Kraabel 
et al., 1982; Achenbach, 1975; Zukauskas, 1985). Very little 
information is available, however, on the effect of vortex shed
ding on the local, time-resolved heat transfer on a cylinder 
(Boulos and Pei, 1974; Campbell and Diller, 1989). 

A region which has so far been overlooked is the immediate 
neighborhood of the wake. Little is known about local, time-
resolved wall quantities like skin friction or heat transfer on 
the aft half of the cylinder. Achenbach (1968) reported on 
mean skin friction values and later Barbi et al. (1986) presented 
qualitative unsteady skin friction measurements. No data are 
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available on time-resolved heat transfer measurements. This 
paper presents results of skin friction, pressure, and heat trans
fer time-resolved measurements in the wake region of circular 
cylinders. This information sheds some light on the organi
zation of the near wake, which together with the properties of 
the flow disclosed earlier will provide an integral picture of 
this complex phenomenon. Moreover, the present contribution 
expands upon the relationship between skin friction and heat 
transfer. A direct link between the two quantities is well es
tablished for attached boundary-layer flow. Now, evidence is 
offered on the nature of the relation between the two quantities 
in regions of separated flow. 

The organization in the wake of bluff bodies can be con
trolled by discrete oscillations, as for example vibrations of 
the body itself or oscillations of the stream. The organization 
of the wake then can lock on the driving frequency, its har
monics, or subharmonics. A review of contributions to the 
lock-on effects due to body motion normal to the flow is given 
in Ericsson (1980). Lock-on is also possible if the cylinder 
vibrates in the direction of the stream (Tanida et al., 1973; 
Armstrong etal., 1987; Griffin and Hall, 1990), orif the stream 
oscillates over a fixed cylinder (Barbi et al., 1986). In the 
majority of these contributions only global characteristics are 
reported, such as the range of amplitudes and frequencies for 
which lock-on is possible, or amplitudes of the unsteady forces 
thus generated. What appears to be missing from the literature 
are data on the local fluid mechanics and heat transfer prop
erties. The present paper attempts to fill this void with local, 
time-resolved data over a circular cylinder immersed in pul
sating streams. 

The purpose of this investigation is to provide information 
on the organization of the activity in the immediate vicinity 
of the wall, on the wake side of the body. The flow in this 
region is very difficult to predict numerically, because it in
volves many length scales, orders of magnitude apart from 
each other. Turbulence in this region cannot be modeled by 
the traditional methods. Moreover, the flow there combines 
random characteristics with some form of organization. The 
experimental results presented here could serve as a test case 
for numerical calculations of flow characteristics like skin fric
tion and heat transfer on the wall of the cylinder. 

2 Facilities and Instrumentation 

Tests were conducted in a wind tunnel especially designed 
for this project. This facility is a blower-type tunnel with a 
contraction ratio of 6:1. The test section is 124 cm long and 
has a cross section of 74.1 X52.9 cm. The settling chamber 
contains an aluminum honeycomb, flow straightener, and six 
screens. The tunnel can provide up to 33 m/s of steady flow, 
which is uniform across the test section to within 1.2 percent, 
if the tunnel wall boundary layers are excluded. 

Six rotating vanes mounted on parallel shafts immediately 
upstream of the settling chamber were used to pulse the flow 
at frequencies up to 23 Hz. The vanes directed alternately part 
of the flow either into the settling chamber or out of the tunnel 
through two openings located above and below the vanes. The 
pulsation waveforms were nearly sinusoidal, with at least 93 
percent of the pulsation energy at the fundamental frequency. 
The wave amplitudes, e were 4 to 30 percent of the mean flow 
velocity, U„. The oncoming stream was thus approximately 
given by 

U= 1/^(1+esm2irfDt) 

where fD is the driving frequency. 
The free-stream turbulence was less than 0.5 percent 

(VandenBerghe, 1985) and was not influenced by flow pul
sation. Description of the facility capabilities, calibration data, 

and the ranges of the parameters that can be achieved are 
provided in earlier publications (Andraka and Diller, 1985; 
VandenBerghe, 1985). 

Two cylinders each 8.9 cm in diameter were employed in 
the measurements. The first was instrumented with skin fric
tion and pressure transducers. The second was equipped with 
heat transfer gages. Hot-wire and hot-film probes were used 
to monitor the flow field around the model. Pressure trans
ducers and sensitive microphones (B and K) were employed to 
record the mean and fluctuating pressure, respectively, and 
skin-friction gages (DISA and TSI) were used to measure in
stantaneous values of shear stresses on the wall. Time-resolved 
heat flux was measured with a specially designed thin-film gage 
system. The cylinders were rotated by a stepping motor to 
allow proper orientation of the sensors and measurements at 
different azimuthal positions. 

The skin friction gage was calibrated on the model on which 
it was mounted. This was achieved by taking data at 0=10 
and 30 deg on a cylinder positioned in the stream for a range 
of velocities. Here 8 was measured from the mean front stag
nation point. The reduced readings were then contrasted against 
earlier experimental data (Achenbach, 1968), as well as our 
own numerical calculations. A fourth degree polynomial was 
passed through the experimental points. This calibration curve 
was then employed to convert the voltage output to reduced 
skin friction values. This type of skin friction measurement is 
certainly not without problems, however. No calibration of 
the unsteady component was possible. Moreover, such sensors 
cannot detect the direction of skin friction and indicate larger 
deviations around a point of zero skin friction, especially if 
the latter is oscillating. We estimated that errors in the skin 
friction measurements could be as large as 10 to 15 percent. 
Nevertheless, some useful information can be obtained, es
pecially if coupled with readings of other instruments. It is 
interesting to note that these measurements are repeatable and 
therefore their precision limit is very low, as noted in the figure 
caption. More details as well as an overview of similar methods 
can be found in Diller and Telionis (1988). The deviations from 
the true value are mostly due to bias errors. 

A third model, a thick-walled aluminum cylinder was used 
for time-resolved, local, heat transfer measurements. This 
model was cut lengthwise in half to facilitate assembly. Two 
separately powered silicon-rubber wire resistance heaters sup
plied heat to the inside surface of the cylinder. The power of 
each heater was controlled to create a nearly constant surface 
temperature over the entire cylinder. The heat flux gage was 
designed, constructed, and tested especially for this project. 
It consisted of a heated gold film which covers the entire surface 
of a 2.0 mm by 12.7 mm probe. The gage was installed in a 
slot machined on the cylinder, with the gage surface flush with 
the cylinder surface. A hot-wire anemometer (TSI Model IFA-
100) was used to maintain the gage temperature constant at 
about a 30°C overheat above the free-stream air temperature. 
There were no adiabatic surfaces on the gage to disturb the 
thermal boundary layer. In addition, there was a small ther
mocouple imbedded in the substrate immediately below the 
film and a matching thermocouple imbedded in the surround
ing cylinder surface. A millivolt controller (Eurotherm model 
810) and a phase-angle-fired power supply (Eurotherm model 
831) were used to control the resistance heating of the cylinder, 

.based on the differential signal of these two thermocouples. 

This system can control the temperature differential between 
the gage and surrounding cylinder to within 0.2°C. The use 
of two controllers insures both a static and dynamic match of 
the temperatures. The anemometer bridge has a very fast time 
response, maintaining the gage temperature nearly constant. 
The millivolt controller has a much slower time response, in
suring that the cylinder temperature is matched with the gage 
temperature, even if the gage has a slow temperature drift with 
time. The measured frequency response of the gage to changes 
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Fig. 1 Mean pressure coefficients for steady and pulsating stream. 
Here 0 = 0 is at the mean location of stagnation; Re = 50,000. Precision 
limit: ±0.06, Uncertainty estimate: ±0.025 

in the surface heat flux was better than 60 Hz (Campbell et 
al., 1987). 

3 Averaged Distributions 
Averaged pressure distributions for cylinders immersed in 

steady flows have appeared in literature for many decades. 
Considerable deviations exist between such data obtained in 
different facilities. It is now well documented that these de
viations are due to different levels of free-stream turbulence, 
possible discrete-frequency tunnel disturbances, tunnel block
age, and model aspect ratio. A good set of references on this 
topic can be found in West and Apelt (1982) and Higuchi et 
al. (1989). Flow separation is very sensitive to tunnel turbulence 
levels for flows near the critical regime. In the present case we 
ran tests at three Reynolds numbers, Re = 23,000, 33,000, and 
Re = 50,000. These values are about two decades away from 
critical values. Indeed it was found that separation locations 
correspond to laminar flow. 

Blockage effects are inescapable and in the present case the 
blockage ratio at 17 percent was not negligible. However, it 
is believed that today's experiments should aim at identifying 
fluid mechanics phenomena and providing data for compar
ison with numerical results. Indeed, the test section configu
ration, namely a rectangular enclosure can be modeled 
numerically easily and accurately. No effort was therefore 
made to correct these data for blockage. 

Averaged pressure distributions are presented in Fig. 1, in 
which some data of West and Apelt (1982) for an aspect ratio 
of 15.2 are also presented. The experimental values of West 
and Apelt were obtained at the same interval spacings, namely 
Ad= 10 deg and practically coincide with our data. It would 
thus be impossible to clutter symbols representing their data 
in our figure in this range. Instead, we calculated the percent 
deviation and found that for #<50 deg this deviation is less 
than 0.5 percent and for 60 deg<0<8O deg the deviation is 
less than 2 percent. 

Of greater interest here is comparison of such distributions 
with data obtained in pulsating flow. We present in Fig. 1 the 
distribution of averaged static pressure over the cylinder, for 
steady as well as oscillating streams for a Reynolds number of 
about 50,000. Pulsation frequencies here are less than the nat
ural frequency of shedding. 

Pressure distributions follow the classical pattern, with rather 
little influence of pulsation. Apparently, increase of the fre
quency results in a slight upstream shift of the point of sep
aration, while the base pressure increases. Surprisingly, this is 
exactly opposite the trends obtained earlier by the present 

20 40 60 80 100 120 140 160 180 
8 (deg.) 

Fig. 2 The RMS of the pressure coefficients for static and pulsating 
streams; Re = 50,000. Precision limit: ±0.001; Uncertainty estimate: 
±0.006. 

4.0 

C, 2.0 

I00 I20 I40 I60 I80 
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Fig. 3 Mean skin friction coefficients for steady and pulsating streams; 
Re = 50,000. Precision limit: ±0 .1 ; Uncertainty estimate: ±0.6. 

group (Borell et al., 1984). However, the data of Borell et al. 
were obtained with driving frequencies higher than the natural 
shedding frequency. The experimental uncertainty of the pres
sure measurements was estimated to be about 0.025 for mean 
values and 0.006 for fluctuating values. 

Figure 2 presents the RMS fluctuations of pressure and the 
trends this time are in agreement with the data of Borell et al. 
(1984). The overall level increases and tends to become spatially 
uniform as the frequency of imposed fluctuation increases. 

Turning now to the averaged skin friction distribution (Fig. 
3) we observe a well-known behavior in the attached region 
(Achenbach, 1968). The skin friction starts from zero at the 
stagnation point, peaks at about 50 deg and drops from then 
on. Pulsing the flow results in lower values of the skin friction 
but the trend is not monotonic. Moreover, such measurements 
are probably meaningless in the separated region. This is be
cause a hot film is not sensitive to reversing flow and therefore 
the signal is rectified. For example, signals which are purely 
oscillatory and therefore must have a zero mean, will appear 
through this process as having a nonzero mean. This is the 
case at 6= 180 deg where the oscillation must be symmetric. 

Moreover, experimental and numerical studies indicate that 
skin friction is negative from the point of separation and on. 
With rectified signals, it is thus not possible to identify in Fig. 
3 the actual point where the curves cross the axis, i.e., the 
point of zero wall shear. Figure 4 presents the RMS of the 
shear stress signal. The interpretation of such data is subject 
to the limitations discussed above. However, some interesting 
facts emerge. Wall shear amplitudes are the order of 10 to 15 
percent of corresponding mean quantities in the attached flow 
region for steady flow. There is a considerable increase if the 
flow is pulsed, again at frequencies below the shedding fre
quency. The maximum amplitudes are found a little upstream 
of separation with magnitudes of the order of 25 percent of 
the maximum mean. Of greater interest is the fact that in the 
separated region which was thought for some time to be 
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Fig. 4 The RMS of skin friction coefficients for steady and pulsating 
streams; Re = 50,000. Precision limit: ±0.002; Uncertainty estimate: 
±0.004. 

Fig. 5 A typical velocity spectrum in arbitrary units, obtained by a hot 
wire located two diameters downstream of the center and 1 diameter 
away from the axis of symmetry; Re = 36,000, St = 0.2. Uncertainty es
timate in frequency 0.1 Hz. 

' 'dead,'' skin friction amplitudes increase, reaching near 0 = 180 
deg, values as high as the amplitudes in the attached flow 
region. Both Figs. 3 and 4 indicate a sharp decrease towards 
the value of zero near 0 = 82 deg. In fact, it appears that data 
for both undisturbed and pulsed flow collapse in this region. 

The error involved in the skin friction measurement esti
mated by comparison with other experimental results and the
oretical calculations was about 10 percent and perhaps 15 
percent in regions of very small values. It is noted that such 
measurements could be quite misleading because they are per
fectly repeatable. It therefore appears that the bulk of the 
experimental uncertainty is due to bias errors. 

4 Spectral Data for Steady Streams 
Let us consider now the organization of the flow in the near-

wake region. A lot has been published in the literature about 
the structure of the flow further downstream, in the region 
where large-scale vortices are organized. Here we concentrate 
our attention on the wall surface in the separated region. Figure 
5 displays the autospectrum of the velocity obtained by hot
wire anemometry in the wake. A spike due to vortex shedding 
at a frequency fs= 16.21 Hz is present. This corresponds to a 
Strouhal number of about 0.2, as expected. 

Spectra of skin friction records for the above conditions at 
azimuthal positions from 0 = 90 to 6 = 180 deg are displayed 
in Fig. 6. At 0 = 90 deg a clear spike at the shedding frequency 
is present. The position of mean separation is approximately 
at 0 = 82 deg as indicated from mean pressure and skin friction 
plots. However, in response to the shedding process, the point 
of separation performs excursions about this location, as de
tected by the fact that the signal appears to be organized even 
at 0 = 90 deg. Moreover, since skin friction attains periodically 
negative values, our sensor rectifies this portion of the signal. 
As a result, a weak second harmonic appears in the spectrum 
for 0 = 90 deg. Based on such data (not all shown here) we 
estimated that the point of zero skin friction oscillates between 
78 ±2 deg and 91 ±1 deg. These data should be contrasted 
against the values 82 and 94 deg measured by Higuchi et al. 
(1989) at Re= 1.02 x 105 and an aspect ratio AR = 8 and the 
values 75 and 88 reported by Dwyer and McCroskey (1983). 
There is reasonable agreement in the amplitude but consid
erable deviation in the mean. 

Single-time records of the wall hot film and a hot wire 
positioned above the wake are shown in Fig. 7. For the azi
muthal position, 0 = 90 deg, the behavior of the two signals 
corroborates the discussion above. Moreover, it is interesting 
to note that there is no phase difference in the signals. 

As we move to 0 = 100 and 110 deg (Fig. 6) we lose completely 
any organization on the wall. This must therefore represent a 
truly dead-air region. The boundaries of this region must be 
fluctuating, but apparently the positions 0 = 100 and 110 deg 
remain always inside, as shown schematically in Fig. 8. The 
averaged and RMS values of skin friction (Figs. 3 and 4) 
indicate similarly very low overall mean and fluctuating values 
in this domain. 

A single spike appears in the skin friction spectra at 0 = 120 
deg (Fig. 6) but again, it seems to submerge at 0=140 deg. 
Finally, the wall flow develops a very powerful pattern at 
0 = 150 deg which is reinforced at 0 = 160 deg. At this position, 
the actual skin friction must be passing through a zero, because 
the second harmonic appears again. Further down, at 6= 170 
deg, the second harmonic picks up amplitude at the expense 
of the first harmonic but at 0=180 deg both diminish in 
strength. These data indicate that for this range of Reynolds 
numbers, the large-scale vortical structures which develop be
hind the cylinder, periodically return to the aft of the cylinder 
and wash over its surface. A region spanning about 80 deg 
around the position 0=180 deg is periodically immersed in 
either of the two vortices, but the largest effect is observed 
between 0=120 and 150 deg, where the direction of the or
ganized flow is consistently pointing upstream and the orga
nization is very strong. 

In the spectra of Fig. 6 a very low frequency spike is also 
present. It is believed that this is due to a low-frequency mod
ulation of the shedding process. This has been observed by 
many investigators as well as the present group. It is believed 
that this effect does not interfere with the phenomena under 
investigation. 

In the actual time records for the same locations (not shown 
here), one observes that in the back of the cylinder the wall 
activities are at an 180 deg phase difference with respect to the 
outer flow. This is because the actual skin friction is most of 
the time negative in this region and its absolute increase appears 
.rectified in Fig. 6. 

Subsequently, we obtained skin friction and heat transfer 
data with identical conditions and experimental rigs. The two 
identical cylinders were used with the appropriate orientation 
for time-resolved skin friction and heat transfer measurements. 
Figure 9 displays these results together with velocity spectra 
obtained at the same azimuthal position but away from the 
wall. The skin friction and heat transfer spectra show the same 
characteristic organization, in agreement with the data of Fig. 
6. This evidence indicates that the amplitudes of the unsteady 
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Fig. 6 Skin friction spectra at different azimuthal locations for 
Re = 36,000. The signal was not calibrated. Uncertainty estimate in fre
quency, 0.1 Hz. 

Fig. 7 Comparison of voltage waveforms of skin friction, T,V and velocity 
u. In all three graphs, the velocity output was obtained above 0 = 90 deg 
and at distance of R/10, from the wall, for the condition of Fig. 6. Un
certainty estimate in frequency, 0.1 Hz. 

Fig. 8 Schematic sketch of the separated region. The dead-air region 
is shaded black. 

part of heat transfer and skin friction have very similar be
havior, even in regions of recirculating flow. 

The data presented correspond to a rather high blockage 
ratio, as discussed earlier. There was no attempt to correct for 
blockage. However, it appears that the effect of blockage on 
the Strouhal number is negligible. West and Appelt (1982) 
measured at a Reynolds number of 50,000, Strouhal numbers 
ranging from 0.194 to 0.205 for blockage ratios of 2 to 15. 
More interesting is the fact that the aspect ratio has an even 
less significant effect on shedding characteristics. West and 
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Fig. 9 Skin friction and heat transfer spectra; for Re = 33,000. The sig
nals were not calibrated for magnitude. Uncertainty estimate in fre
quency, 0.1 Hz. 
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Fig. 10 Velocity spectra for steady flow and flow driven at fD = 18 Hz; 
Re = 23,000. (a) Steady flow, (b) pulsed at 18 Hz. Uncertainty estimate in 
frequency, 0.5 Hz. 

Appelt (1982) found that for relatively high aspect ratios, the 
Strouhal number varies from 0.203 to 0.205 in a Reynolds 
number span of 10,000 < Re < 160,000. 

5 Spectral Data for Pulsating Streams 
Tests were conducted with pulsating flow at frequencies near 

the natural shedding frequency and its harmonic. The first 
group of measurements were conducted at a Reynolds number 
of about 33,000. At the conditions of the tests, the natural 
shedding frequency was/s= 14.08 Hz. The flow was pulsed at 
fD= 14.1 Hz. Skin friction and pressure data are included in 
Telionis et al. (1990). At the stagnation point, both skin friction 
and pressure pick up the harmonic of the natural. Driving the 
flow has a very small influence on the skin friction. However, 
the magnitude of the pressure organization increases. This 
trend pertains all around the periphery of the model. Appar
ently, pulsation at the natural frequency affects mostly the far 
field which is then detected by surface pressures. 

Fig. 11 Skin friction spectra for flow driven at fB = 9 Hz; Re = 23,000. 
(a) 0 = 0 deg; (6) 9 = 84 deg; (c) 0 = 140 deg; (d) 0 = 180 deg. Uncertainty 
estimate in frequency, 0.5 Hz. 

Fig. 12 Pressure spectra for flow driven at /D = 9 Hz; Re = 23,000. (a) 
0 = 0 deg; (b) 0 = 84 deg; (c) 0 = 140 deg; (d) 0 = 180 deg. Uncertainty es
timate in frequency, 0.5 Hz. 

Another set of tests were then conducted at a Reynolds 
number of Re = 23,000, at which we measured a natural shed
ding frequency of fs= 10.5 Hz. This time the flow was driven 
aifD = 9 Hz and 18 Hz. In both cases, the flow was locked on 
the driving frequency. However, the influence of lock-on was 
most pronounced when the flow locked at the first harmonic 
of the driving frequency. In Fig. 10, we display spectra of 
velocity measurements, obtained by hot wires in the wake of 
the cylinder, for steady and pulsed flow. Natural shedding is 
organized at approximately 10.5 Hz. When the flow is driven 
at fD = 18 Hz, two spikes appear in the spectra of the velocity, 
one at fD/2 and the other at fD. 

Driven at/fl = 9 Hz, the flow locks on the driving frequency. 
For this case we present skin friction and pressure data at 
selected azimuthal locations in Figs. 11 and 12, respectively. 
A complete set of data is included in Telionis et al. (1990). In 
all locations, the pressure spectra display two dominant spikes, 
one at the driving frequency and another at its harmonic. The 
amplitude of the pressure fluctuation is rather insensitive to 
the azimuthal location. Skin friction spectra on the other hand 
vary considerably along the periphery of the model. The skin 
friction spectrum at 6 = 0 is most useful in interpretating the 
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Fig. 13 Skin friction spectra for flow driven at fD = 18 Hz; Re = 23,000. 
(a) 9 = 0 deg; (b) 9 = 84 deg; (c) 9 = 140 deg; (d) 9 = 180 deg. Uncertainty 
estimate in frequency, 0.5 Hz. 
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Fig. 14 Pressure spectra for flow driven at f„ = 18 Hz; Re = 23,000. (a) 
9 = 0 deg; (b) 9 = 84 deg; (c) 9 = 140 deg; (d) 9 = 180 deg. Uncertainty es
timate in frequency, 0.5 Hz. 

data. This is because the excursions of the point of stagnation 
respond directly to the global periodic motion over the body. 
In other words, the point of stagnation executes a periodic 
motion with the frequency of the vortex shedding. The skin 
friction gage now detects only magnitude variations and there
fore its spectrum at stagnation always displays both the shed
ding frequency and its harmonic. 

Data for a driving frequency of fD= 18 Hz are displayed in 
Figs. 13 and 14, for skin friction and pressure, respectively. 
Shedding is now locked at the driving frequency which is very 
near to the harmonic of the natural frequency of vortex shed
ding. This is evident from the skin friction spectra at 0 = 0, 
where the two spikes are at 18 and 36 Hz. Pressure spectra 
indicate everywhere a dominant frequency equal to the driving 
frequency. These data are a little inconclusive at 8 = 180 deg, 
because the skin friction seems to lack the harmonic of the 
shedding. This evidence indicates the possibility of a vortex 
shedding pattern whereby one vortex is shed with each period 
of the oncoming pulsed stream. This phenomenon was ob
served visually by Barbi et al. (1986). It is also interesting to 
note that in the wake region, 6 = 140 deg, skin frequency spectra 
are buried in turbulence noise, and yet, at the same location, 
the pressure gage can clearly pick up the shedding frequency. 

Conclusions 
This investigation was concentrated on wall properties of 

the wake side of a circular cylinder in subcritical flow. It was 
found that the behavior of unsteady heat transfer is similar to 
the behavior of unsteady skin friction. Both display pockets 
of high level of organization. The region immediately down

stream of laminar separation extending up to 8 = 110 deg is 
practically dead. No activity can be detected there. Further 
downstream, some organized activity is displayed. The region 
between approximately 8= 140 and 160 deg contains well-or
ganized, periodically upstream-moving flow. This activity is 
reduced somewhat in magnitude as the position 8= 180 deg is 
approached. 

Pulsing the flow results in lock-on, if the pulsation frequency 
is not far from the natural frequency of shedding, or its first 
harmonic. The effects of pulsation are more pronounced if 
the flow is pulsed at twice the natural frequency. This inves
tigation also indicated that the basic character of the flow is 
not altered when the motion is locked on an external periodic 
disturbance. The random characteristics are in fact a little 
reduced and the motion becomes better organized. It therefore 
appears that locked motions offer a cleaner case for the study 
of the events that lead to vortex shedding. It was also found 
that pressure fluctuations respond to global characteristics of 
the flow and are therefore sensitive to large-scale disturbances 
occurring far from the location of measurement. On the other 
hand, skin friction and heat flux are very sensitive to local 
variations of the flow. 

These data provide for the first time detailed time-resolved 
information in the near wake of a bluff body. The flow in this 
region has defied up to now numerical modeling of the tur
bulence. It is believed that the present data will improve by a 
small increment our understanding of the behavior of the flow 
in this region and will provide information that will help nu
merical analysts in modeling such flows. 
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Three-Dimensional Flow Patterns 
in Two-Dimensional Wakes 
The development of three-dimensional patterns in the wake of two-dimensional 
objects is examined from the point of view of hydrodynamic stability. It is first 
shown that for parallel shear flows, which are homogeneous along their span, the 
time-asymptotic state of the instability is always two-dimensional. Subsequently, 
the effect of flow inhomogeneities in the spanwise direction is examined. Slow 
modulations of the time-average flow in the span wise direction, and localized regions 
of strongly inhomogeneous flow are separately considered. It is shown that the 
instability modes of an average flow with a slow modulation along the span have 
a spanwise wavelength equal to twice that of the average flow. Moreover, for the 
same average flow two instability modes are possible, identical in every respect 
except from their spanwise structure. Localized inhomogeneities on the other hand 
can generate through linear resonances inclined vortex filaments in the homogeneous 
part of the fluid. The theory provides an explanation for the vortex patterns observed 
in recent flow visualization experiments, and a theoretical justification of the cosine 
law for the frequency of inclined vortex shedding (Williamson, 1988). 

1 Introduction 
The appearance of three-dimensional patterns in nominally 

two-dimensional wakes is an issue of great importance for the 
problem of transition to turbulence. The onset of three-di
mensionality always precedes transition, and plays a very im
portant role in the subsequent development of turbulence. A 
recent comprehensive review of the relevant experimental find
ings can be found in Coutanceau and Defaye, (1991). It appears 
therefore, that a theory of transition should start with the 
appearance of three-dimensionality. For engineering purposes, 
such a study is also of interest because of the prospect of 
controlling transition, which has attracted renewed interest in 
recent years. The study of three-dimensional instability pat
terns is also related to the issue of the "correlation length" in 
the turbulent wake behind a very long cylinder (see the review 
articles by Sarpkaya, 1979, and Bearman, 1984, for a discus
sion of correlation lengths). 

The average flow behind a bluff object has been shown to 
be absolutely unstable to two-dimensional perturbations (see 
Bers, 1983, for a rigorous discussion of absolute and convective 
instabilities). Various aspects of the instability of the average 
flow have been treated by Koch (1985), Triantafyllou et al. 
(1986), Monkewitz and Nguyen (1987), Triantafyllou et al. 
(1987), Chomaz et al. (1988), Unal and Rockwell (1988), Kar-
niadakis and Triantafyllou (1989), Hanneman and Oertel 
(1989), Yang and Zebib (1989), Griffin (1989), Strykowski and 
Sreenivasan (1990). The common base in all studies is that, by 
linearizing the two-dimensional Navier-Stokes (or Euler) equa
tions around the time-average flow, and assuming that the 
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latter is nearly parallel, a dispersion relation is obtained for 
two-dimensional disturbances, which we denote by by D (o>,k) 
= 0, where co is the frequency and k the wavenumber. The 
dispersion relation has the form of an eigenvalue problem for 
the Orr-Sommerfeld (or Rayleigh) equation, subject to bound
ary conditions at the flow boundaries in the transverse direc
tion. 

The criterion for absolute instability in homogeneous media 
(Bers, 1983) can then be applied, by determining the "pinch
ing" double roots of the dispersion relation oio,k0. If the imag-
aginary part (growth rate) of u0 is positive, randomly excited 
disturbances are amplified in time at every location and the 
instability is absolute. The real part of a>0 gives the natural 
frequency of the flow. As comparison with experiments and 
numerical simulations show, the real part of o>0 predicts well 
the Strouhal frequency of vortex streets, and the real part of 
k0 the spacing of vortex streets. Thus linear theory gives the 
general "shape" of the oscillatory part of the flow, i.e., its 
frequency and wavelength, whereas the amplitude of oscilla
tion is determined by non-linear effects. One should keep in 
mind, however, that the resulting unsteady patterns strongly 
influence the time-average flow (Hanneman and Oertel, 1989; 
Karniadakis and Triantafyllou, 1989). It is therefore necessary 
to think of the process as an interaction of the instability wave 
with the time-average flow, rather than as an instability around 
some fixed initial state (Triantafyllou and Karniadakis, 1990). 

In the present paper, this approach is extended to three-
dimensional disturbances around two-dimensional time-aver
age flows, in order to investigate the spontaneous appearance 
of three-dimensionality in wakes. Subsequently the effect of 
inhomogeneities of the time-average flow along the span is 
investigated. Inhomogeneities can result from local geometrical 
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Fig. 1 Definition sketch 

imperfections, or from secondary instabilities of saturated two-
dimensional waves. A preliminary discussion of these issues 
can be found in Triantafyllou, 1990. 

2 Three-Dimensional Instabilities in Shear Flow Ho
mogeneous Along the Span 

In linear theory the distinction between absolute and con-
vective instabilities for parallel shear flows is made by deter
mining the long-time behavior of the response of the flow to 
a two-dimensional impulsive excitation (Green's function). In 
reality however, even if the average flow is perfectly two-
dimensional, perturbations will always be three-dimensional. 
How this affects the long-time response of the flow, i.e., 
whether a three-dimensional unsteady pattern will develop as 
t—oo, has not been investigated so far. In order to answer this 
question, we have to consider the response of a parallel shear 
flow to a three-dimensional pulse. 

We consider a parallel shear flow with velocity profile U(z) 
in a direction parallel to the x-axis of the coordinate system, 
and homogeneous in the x and y directions (see definition 
sketch in Fig. 1). Perturbations around this flow can thus be 
decomposed into harmonic components in the x, y directions 
through a double Fourier transformation, and have an eigen-
function type of dependence in the direction of the shear z. 
Consequently, the response to a three-dimensional impulsive 
excitation applied at time t = 0 can be expressed by a triple 
inverse Fourier-Laplace integral, as follows: 

G=7T7 ( da \ dk* \ dk 

(27T) J L J R . JF 

expiKkyX + kyy-ut)) 
y D(u,kx,ky) 

where co is the frequency, kx and ky the wavenumbers in the x 
and y directions respectively, and D(w,kx,ky) = 0 is the disper
sion relation of the medium. Finally, L, Fx, Fy are integration 
contours in the complex co, kx, ky planes respectively, chosen 
such that causality is satisfied. The long time behavior of (1) 
is determined by the "pinchpoint" double roots of the dis-
perison relation, defined from the simultaneous solution of 
the following equations (Bers, 1983): 

dD 3D 
D(u,kx,ky) = - - (u,kx,ky) = -— (w,kx,ky)--

OKx OKv 
0 (2) 

plus the requirement that the double root of the dispersion 
relation, specified by the simultaneous solution of Eqs. (2), be 
of the "pinch-point" type. Verification of this requirement 
can be summarized as follows (Bers, 1983): We start by choos
ing both contours Fx, Fy to coincide with the real axis in their 
respective planes, and the contour L to be above the highest 
branch of w (kx,ky), in order to satisfy the requirement of 
causality that the Green's function is equal to zero for negative 
times. Then the reverse mapping of the L contour into the 
complex kx plane through the dispersion relation, with ky kept 

real, must have two branches, one on each side of the real kx 

axis (points 1 in Fig. 2(c)). If we deform the contour L to a 
new position, L, passing through the point co0 in the complex 
co plane specified by the solution of (2), while keeping ky real, 
one of the two aforementioned branches must partly cross the 
real axis in the complex kx plane (points 2 in Fig. 2(c)). If we 
now vary ky from its real value to the value specified by the 
simultaneous solution of (2), the two branches in the kx plane 
should meet ("pinch") each other at the point in the complex 
kx plane specified by (2) (point 3 in Fig. 2(c). The same pro
cedure should be repeated afterwards by interchanging the roles 
of the kx,ky planes. 

By solving the dispersion relation with respect to the fre
quency, co = w(kx,ky), Eq. (2) can be written as: 

dco dco 

okx aky 

plus the pinching requirement. Equations (3) are more con
venient for the question that is addressed in this section. 

In parallel shear flows, we find by linearizing the Navier-
Stokes equations, around the basic flow, that the dispersion 
relation for three-dimensional disturbances consists of the fol
lowing equation for the perturbation velocity w in the z-di-
rection (Drazin and Reid, 1981): 

(Ukx-a) H - j - ( # + *?) 
, d2U 

iR Xdz2 (ki+kb) w=o (4) 

subject to the boundary conditions at the flow boundaries in 
the z direction. The two-dimensional dispersion relation for 
the same Reynolds number is obtained by setting ky = 0 into 
(4). 

We first show that the pinch-point determined from the two-
dimensional dispersion relation is also a pinch-point for the 
three dimensional one with ky = 0. This follows directly from 
the symmetry of the dispersion relation with respect to ky: 
From (4), if D{u,kx,ky;R) = 0, then also D{u>,kx,-ky\R) = 0. 
This implies that for any pair (co,^) that satisfy the two-di
mensional dispersion relation, we have: 

3D 
dk, 

(u,kx,0;R) = 0 (5) 

Thus, owing to (5), any double-root of the two-dimensional 
dispersion relation D(oi,kx,0;R) = dD(u>,kx,0;R)/dkx = 0, is also 
a double root of the three-dimensional dispersion relation. 
Moreover, verification of the pinching requirement is trivial 
here: The fact that the double root has ky = 0 eliminates the 
need for the last step in the procedure, because points 2 in Fig. 
2(c) coincide. This implies that once the pinching condition 
has been verified for the two-dimensional problem (this ac
counts for the first two steps in the previously discussed pro
cedure), it is valid for the three-dimensional problem too. 

The question now arises as to whether any pinch-points of 
the three-dimensional dispersion relation with nonzero ky exist. 
This can be investigated using the Squire transformation 
(Squire, 1933), which transforms the three-dimensional dis
persion relation (4) into a two-dimensional at an "equivalent" 

•Reynolds number, R', defined by: 

K=(k2
x + k2y)1 

(6) 

R' =R 
K 
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co-plane 

Fig. 2(a) 

i/plane 

Fig. 2(D) 

*,-plane 

Fig. 2(c) 

Figs. 2(a, 2b, 2c) Verification of the pinching requirement for three-
dimensional perturbations. Fig. (2a): w-plane; Figs. 2(b), 2(c); ky, k„ planes. 

the two conditions will be complex. Whether such a solution 
exists depends therefore on the dispersion relation of the spe
cific flow under consideration. We also note that, if a double 
root {in^kxotkyo) exists, then, from the symmetry of the Orr-
Sommerfeld equation with respect to ky, (wo.^xo._ kyo) is also 
a double root. Consequently, if ky0 is real, the resulting inst
ability pattern will have the form of a standing wave in the y-
direction. 

At high Reynolds numbers, the solutions of the Orr-Som-
merfeld equation for shear flows with inflection points, such 
as wakes, shear layers, and jets, tend to those of the Rayleigh 
equation. As three-dimensional flow patterns are observed in 
wakes for Reynolds numbers higher than, about, 200 (Wil
liamson, 1989) we can safely assume that the dispersion relation 
will be defined in this range by the Rayleigh equation. In this 
case, it is straightforward to show that the pinch-point with 
ky = 0 is the only one. For in viscid flows, Eqs. (10) and (11) 
take a very simple form, which can be obtained either directly 
by applying Squire's transformation on the three-dimensional 
Rayleigh equation, or by simply setting dQ/dR' = 0 in Eq. 
(11). Either way we have: 

90 ~ „ — = 0 = 0 
dK 

(12) 

which is a degenerate case because it also implies that u> = 0. 
Consequently no double root of the dispersion relation with 
nonzero span wise wavenumber exists, and the long-time be
havior of three-dimensional perturbations will invariably be 
two-dimensional, as determined from a two-dimensional insta
bility analysis. We can conclude therefore that three-dimen
sionality in wakes does not appear spontaneously as a result 
of a three-dimensional absolute instability of the two-dimen
sional flow. In fact the only way that three-dimensional insta
bility modes can appear in such flows is if the average-flow 
itself becomes three-dimensional. 

The transformed quantities Q, K, R' are related through the 
two-dimensional dispersion relation A(Q,K,R') = 0, which is 
the Orr-Sommerfeld equation: 

rP-TJ ] 

"lit7 (UK -fi) {$- K w-
rsdU 

~K-d?W- dt 
K2} w = 0 

(7) 

subject to the boundary conditions at the flow boundaries in 
the z direction. By solving the transformed eigenvalue problem, 
we can write Q = Q(K,R'). 

We can now express the conditions in (3) in terms of the 
Squire transformed quantities using chain-differentiation. We 
obtain after some rather straightforward manipulations: 

dkx 

dco 

dkv 

This gives: 

Q k* 

KK2 

o kxky 
U K' 

an k\ an 
dKK2 dR 

^4=o 
K K2 

9fl kXky 9fi kjiy 
+ ~d~K K2 ~dR' ~KT = 

l respect to dQ/dR', 

^ = 0 
dK 

ao o 
JR7' ~ R' 

= 0 

(8) 

(9) 

and substitute into (8). 

(10) 

(11) 

Equations (10) and (11) are the Squire-transformed conditions 
for the existence of a double root of the dispersion relation 
(4) with nonzero ky. In general all three Q,,K,R' which satisfy 

3 Flow With a Slow Modulation Along the Span 
One of the main mechanisms through which two-dimen

sional flows become three-dimensional is the so-called 
secondary instability. The secondary instability acts on 
two-dimensional waves of finite amplitude, and leads to the 
formation of three-dimensional patterns (Pierrehumbert and 
Widnall, 1982; Orszag and Patera, 1983). We note that, once 
such three-dimensional patterns have been generated, they will 
create a spanwise modulated average flow (Karniadakis and 
Triantafyllou, 1990). Consistent with the approach we follow 
in this paper, we consider that the unsteady flow can be under
stood as the absolute instability mode of this final time-average 
flow, which is modulated along the span. We will discuss some 
basic properties of the flow which follow from this approach. 

For any shear flow U(y,z), the instability modes have the 
form of waves in the streamwise direction, and eigenfunction-
type of dependence in the other two directions. Substitution 
of these modes into the linearized equations of motion gives 
an eigenvalue problem for co, once k is specified, and vice-
versa; this defines the dispersion relation. For an inviscid fluid, 
the eigenvalue problem consists of the following second-order 
partial differential equation for the perturbation pressure (Dra-
zin and Howard, 1966): 

(kU-u) 
d2P d2P 
dz2 dy' 

-k2p\-2k 
dUdp + dUdp\Q 

dz dz dy dy) 
(13) 

subject to appropriate boundary conditions at the ends of the 
domain. For the problem that we are considering, the boundary 
conditions are: (i) periodicity condition along the span, and 
(ii) for kl—oo.pfjvz)—0. 

For a general velocity profile U(y,z) solution of this eigen
value problem can only be accomplished numerically. If we 
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Fig. 3 Schematic representation of the instability modes of a spanwise 
modulated flow. Curve 0 represents the local growth-rate of two-dimen
sional perturbation, to/ (y), which follows the spanwise modulation of the 
time-average flow. Curves (a) and (b) represent the spanwise modulation 
of the two instability modes, which have a spanwise wavelength twice 
that of the time-average flow. Mode b can be produced by shifting Mode 
a by half its wavelength, and vice-versa. 

consider that the average flow U(y,z) has a weak slow mod
ulation along the span, which is a reasonable assumption for 
wakes (see Karniadakis and Triantafyllou, 1990), we will show 
that the eigenvalue problem can be reduced to one requiring 
the solution of the classical Rayleigh equation only. More 
specifically, the assumption of weak slow variation along the 
span implies that the term dU/dy in the left side of (13) is two 
orders of magnitude smaller than the other terms. Conse
quently we can neglect this term, and (13) is reduced to the 
classical Rayleigh equation, with the important difference that 
U is also a function of y: 

plus the same boundary conditions as the ones imposed to Eq. 
(13). 

Because of the assumption of slow variations along the span, 
we can employ the usual WKB formalism (see Nayfeh, 1973), 
and write the following approximation for the pressure eigen-
function: 

p~expU\b(y)dy)Y(z,y) (15) 
where b(y) is the "local" spanwise wavenumber, and Y(z,y) 
the corresponding local eigenfunction; both b, Y ate slowly 
varying functions of y. 

We substitute Eq. (15) into Eq. (14) and we obtain to leading 
order: 

(^-.)(g-(^ + ̂ )y)-2,ff=0 (16) 

Equation (16) thus implies that at each y the pressure eigen
function is to leading order the same as the eigenfunction of 
a fictitious shear flow U(y,z) with y fixed. For inviscid flows 
two-dimensional perturbations are always the most unstable 
(Squire, 1933). Thus the only way that Eq. (16) can be satisfied 
for all y as follows: The eigenvalue u should be equal to the 
two-dimensional eigenvalue (6 = 0), of U(y,z) at its least un
stable location; then at all other locations, b(y) can be chosen 
through Squire's transformation such that Eq. (16) is satisfied. 
Clearly I b(y) I will obtain its maximum value at the locations 
where the flow is most unstable, will be zero at the locations 
where the flow is least unstable, and will have intermediate 
values at all other locations. It is then a simple geometrical 

Fig. 4 Guided waves in a flow with localized geometrical imperfection. 
The average flow depends on y and z behind the geometrical imperfec
tion, and only on z far from the imperfection. The vortex filaments are 
curved in the inhomogeneous flow region, and inclined straight lines in 
the homogeneous flow region; their inclination asymptotically ap
proaches the value bjkr 

exercise (see Fig. 3) to verify that the instability mode will have 
a spanwise wavelength twice that of the time-average flow. In 
Fig. 3 curve (0) represents the spanwise variation of the growth-
rate of two-dimensional perturbations, oify), which follows 
the modulation of the average flow. Curve (a) represents the 
spanwise variation of the instability mode, which has been 
drawn such that its tangent at each y has a slope proportional 
to b(y). (Numerical verification of Fig. 3 can be found in 
Karniadakis and Triantafyllou (1990)). We note that, for the 
same average flow (0) in Fig. 3, there is a second acceptable 
instability mode, represented by curve (b), the tangent of which 
at each y has a slope proportional to - b(y). In fact mode (b) 
is mode (a) shifted by half its wavelength, and vice-versa. We 
can conclude therefore that, unlike a spanwise homogeneous 
flow where the instability mode is unique, a spanwise modu
lated flow has two possible instability modes, which are iden
tical in every respect, except from their spanwise structure. 

4 Flow With a Localized Strong Inhomogeneity 
In physical experiments inhomogeneities along the span are 

unavoidable, caused by imperfections in the geometry of the 
object and by end effects. Such inhomogeneities create regions 
of rapid variation of the average flow with y, where slowly 
varying approximation of the previous section is inappropriate. 
We will show that localized regions of inhomogeneous flow 
can influence the flow all along the span of a long structure, 
by acting as boundary conditions for the instability waves in 
the j-direction. We can call such waves "guided," since their 
spanwise structure is determined by boundary conditions along 
the span. 

We consider a time-average flow with an inhomogeneity in 
the.y direction localized aroundy = 0, i.e., the flow becomes 
independent of y for \y I — oo. Such a flow develops for example 
behind a two-dimensional structure with a hump (Fig. 4). As
suming again that the average flow is inviscid and almost 
parallel, the dispersion relation consists of Eq. (13) of the 
previous section, subject to the following boundary conditions: 
(i)z— oo,p—0 for all >>, and (ii) for lj/1 — oo, the time average 
flow becomes independent of the coordinate y. Consequently, 
for large y, we can set: 

p(y - ± oo ,Z) =/(z)exp( ± iby) (17) 

By substituting (17) into (13) we find that b is related to k, 
and co through the dispersion relation for three-dimensional 
disturbances of the parallel flow U(z), and that f(z) is the 
corresponding pressure eigenfunction: 
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(*</-«) ( 0 - (^ + ̂ v ) - 2 ^ | = 0 (18) 
plus the condition that / ( lz l — co)—0. 

Equations (13) and (17) define the dispersion relation for 
the instability waves in the inhomogeneity region, which has 
to be solved numerically. This is an enormous task, further 
complicated by the boundary condition (18), which renders 
the dispersion relation transcendental with respect to both a> 
and k. Thus the numerical solution has to be carried out in 
an iterative manner (see Triantafyllou, 1990, for more details). 
We note that the instability mode is strongly three-dimensional 
in the region of inhomogeneous flow, and has the form of a 
wave with inclined crests in the region of homogeneous flow, 
with an inclination slope equal to the ratio of the real part of 
b over the real part of k0 (Fig. 4). 

Now assuming that the localized instability mode has be 
determined, we address the question of whether this localized 
mode can extend into the homogeneous region of the fluid 
too, thus causing three-dimensionality throughout the span. 
In order for that to happen, the localized mode has to resonate 
with some inclined absolute instability mode in the homoge
neous region having the same streamwise wavenumber k and 
a spanwise wavenumber equal to b. Within linear theory, this 
resonance condition means that the double root of the dis
persion relation in the strongly inhomogeneous region is also 
a double root of the dispersion relation (18) of the far field, 
for that specific value of the spanwise wavenumber b: 

D(.u0,k0,b) = --(coo,k0,b) = 0 (19) 
okx 

where a>o,ko are the frequency and wavenumber of the pinch-
point double root of the dispersion relation in the localized 
region. If Eq. (19) is satisfied, the instability waves which 
develop in the inhomogeneity region extend throughout the 
homogeneous region of the wake too. It not, we can anticipate 
that instability waves will independently develop in the ho
mogeneous region. Because of the non-linear coupling of two 
modes with incommensurate frequencies, the resulting flow 
state will not be periodic. 

End effects act in much the same way as discussed above, 
by creating regions of strongly inhomogeneous flow near the 
ends. (Viscous terms may have to be included too in the region, 
but that does not change the essence of the previous discussion.) 
It is therefore appropriate at this point to discuss the relation 
between the theory presented here, and the semi-empirical 
"cosine law" proposed by Williamson (1988), who justified it 
using an intuitive linear stability argument. 

If 6 denotes the angle of inclined shedding with respect to 
the mean flow, Williamson (1988) proposed that the frequency 
of the inclined vortex shedding Ste is related to the frequency 
of two-dimensional vortex-shedding St by the following simple 
equation: 

St9 = St cos(0) (20) 

Equation (20) can be justified according to the theory presented 
here, if it is possible to Squire-transform the inclined wave 
defined by Eq. (19) into the two-dimensional wave defined by 
the pinch-point of the dispersion relation in infinite fluid. Then 
(20) follows directly from the second of (6) (albeit heuristically, 
because the frequencies and wavenumbers are in general com
plex). 

It is straightforward to show however that this is not the 
case. Since (oi0,ko,b) satisfies Eq. (19), then from Eq. (8) with 
dQ/dR' = 0, we have that it will be Squire-transformed into 
a two-dimensional wave (Q,K) which satisfies: 

TK=-K y (2i) 

i.e., it is different from the wave corresponding to the two-

dimensional pinch-point dQ/dK = 0. We do note, however, 
that if the slope of the inclined filaments tan (6) is small, the 
absolute value ratio b/k0 will also be small, and the right-hand 
side of (21) will be approximately zero. In this case the cosine 
law can be justified approximately, with an error proportional 
to (tan(0))2. In Williamson's (1989) systematic tabulations this 
angle is indeed small, not exceeding a maximum value of 18.80 
degrees. This suggests that the right-hand side of (21) will also 
be small, and might explain the good fitting of the experimental 
data by the cosine-law (Williamson, 1989). Strictly speaking, 
however, the validity of the cosine law can only be justified 
in an approximate sense. A recent study of the two-dimensional 
Ginzburg-Landau equation (Albarede and Monkewitz, 1991) 
also concluded that the cosine law is only approximately valid. 

5 Conclusions 
It has been shown that three-dimensional instability modes 

can only develop when the time-average flow has inhomo-
geneities along the span. We can distinguish two types of such 
inhomogeneities: 

(i) Localized regions of strong inhomogeneity, which can 
create coherent three-dimensional patterns throughout the wake 
through linear resonance. 

(ii) Slow modulations of the average flow throughout the 
span which result from a secondary instability of the two-
dimensional vortex street. Slowly modulated average flows 
have instability modes with a spanwise wavelength equal to 
twice that of the average flow. Two instability modes with 
different spanwise structure are possible for the same average 
flow. 

Spanwise modulations develop even behind bodies of infinite 
span at high Reynolds numbers (over 200). Guided waves on 
the other hand seem more important at lower Reynolds num
bers, and offer the possibility of controlling the flow in the 
wake of objects with finite span through appropriate design 
of the end conditions. Examples of such designs include the 
use of end-plates (Gerich and Eckelmann, 1982; Ramberg, 
1983; and Williamson, 1989) or the application of constant 
pressure boundary conditions (Hammache and Gharib, 1989); 
two-dimensional shedding can thus be achieved, but not be
yond the Reynolds number at which the secondary instability 
is triggered. 
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Gas-Solid Flow in a Fluidioally 
Oscillating Jet 
The motion of air and solid particles is examined in a fluidically oscillating slot jet 
using time-averaged and cycle-resolved laser Doppler anemometry measurements. 
These measurements reveal the time dependent relative velocity magnitudes between 
the phases as well as the detailed nature oftheflulidcally oscillating slot jet. Temporal 
phase differences between the gas and solid phases ranged up to 40 degrees for jet 
oscillation frequencies up to 50 Hz. The results indicate that the fluidic nozzle is 
an effective particle spreading device and the fuel injector attributes are inherently 
present such as enhanced mixing and low velocity regions for flame anchoring. 

Introduction 
For many years researchers have studied the mixing char

acteristics of jets and have attempted to fully understand as 
well as to enhance the mixing process of the primary flow with 
the surrounding media. The large majority of these studies 
have historically involved steady jet phenomena, while it has 
been shown that unsteady jets yield more intimate mixing and 
entrainment with the surrounding media. The objective of the 
research reported within this paper was to experimentallly in
vestigate the characteristics of a two-phase (gas-solid), oscil
lating slot jet. The application which inspired this research is 
the proposed use of a two-phase, oscillating jet as a fuel injector 
for a pulverized fuel combustor system. 

The available literature on jets can be classified as those 
concerning steady, single-phase, and two-phase flows and those 
concerning unsteady, single-phase flows. Few reports related 
to the motion of solid particles in an unsteady jet flow exist. 
There are volumes of reports on research concerning steady 
single-phase work, so they will not be discussed here. Addi
tionally, further discussions within this paper will be limited 
to experimental determinations of the behavior of self-excited, 
unsteady jet flows. 

Unsteady Single-Phase Flow. Hill and Green (1977) pi
oneered a device called a whistler nozzle which is basically a 
convergent nozzle followed by straight section followed by a 
step expansion to a second straight section. The second straight 
section was open to the atmosphere. This geometry created a 
standing acoustic wave within the nozzle which resulted in 
increased turbulent mixing due to acoustically stimulated vor
tex shedding. The centerline velocity of this single phase jet 
decayed more rapidly in the whistling mode than in the non-
whistling mode and was accompanied by a flattening of the 
axial velocity profile. 

Crow and Champagne (1971) examined a single phase jet 
excited by acoustical disturbances emitted from a loud speaker 
upstream of the jet exit. Their results were similar to those of 
Hill and Green (1977). It is noted, however, that the axial 
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velocity decay for Hill and Green's whistler nozzle was more 
pronounced than Crow and Champagne's loudspeaker excited 
jet for similar flow conditions. 

Viets et al. (1975) investigated the flow characteristics of a 
fluidically controlled, oscillating slot jet which injected water 
into stagnant air. In this design, the two-dimensional jet was 
caused to laterally oscillate by capturing a small portion of the 
fluid jet and injecting it normal to the flow at the nozzle diffuser 
entrance. Each side of the nozzle was equipped with a scoop 
connected to a channel leading to an injection port at the 
diffuser entrance. The injected flow, periodically captured by 
the scoops, caused the jet to oscillate from side to side within 
the diffuser at a frequency proportional to the volume of the 
channel connecting the scoop to the injection ports. Viets found 
that the spread rate of the oscillating jet was signficantly in
creased when compared to a similar non-oscillating jet. From 
high speed photographs, it was shown that an intimate mixing 
process occurs between the primary and entrained fluids. Cap
tured pockets of the entrained fluids within the primary jet 
tend to increase the mixing interface between the two fluids. 

Another study by Viets (1975) involved an experimental par
ametric examination of various physical configurations of the 
fluidic nozzles. This study considered air being injected into 
a body of stagnant air. It was concluded that contracting sec
tions at the nozzle exit destroyed the nozzle oscillation char
acteristics. It was also concluded that the oscillating jet half-
width spread rate exceeded the non-oscillating spread rate by 
more than a factor of three, thus indicating enhanced inter
action of the unsteady primary flow with the surrounding 
quiescent fluid. 

• Piatt and Viets (1979) examined the flow characteristics of 
a fluidically oscillating air jet exiting into a coflowing air stream. 
With all other parameters constant, flow visualization showed 
that the spread rate of the jet increased with decreasing velocity 
of the secondary flow. From the time-average velocities de
termined by hot wire anemometry, Piatt and Viets discovered 
that the velocity profile of the jet was dependent upon the 
axial location. Very near the nozzle exit, the average velocity 
profile was represented by one narrow peak symmetric about 
the jet centerline. At intermediate axial locations, the average 
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Fig. 1 A simple fluidic nozzle schematic 

velocity profile showed two peaks—one on either side of the 
jet centerline which was itself a local axial velocity minimum. 
This phenomemon was attributed to the oscillating nature of 
the jet. At large axial distances from the exit, the average 
velocity profiles returned to a single broad peak centered about 
the centerline of the flow field. The axial velocity decay rates 
normalized with respect to the centerline velocity were high 
compared to steady jet results, especially at lower oscillation 
frequencies of the jet. 

Platzer et al. (1978) investigated the entrainment character
istics of various forms of unsteady subsonic jets including jets 
with time varying jet deflection such as a fluidically oscillating 
jet and pulsating jets with time-varying mass flow. Both un
steady forms of the jets exhibited enhanced entrainment of the 
surrounding media with respect to their steady jet counterparts. 
A fluidically oscillating jet had enhanced entrainment of over 
fifty percent compared to a similar steady jet. 

Bremhorst and Watson (1981) studied a steady annular jet 
with a periodically pulsed core flow. It was determined that 
the jet centerline velocity decayed slower than for a comparable 
steady jet but that the entrainment was enhanced for the pulsed 
core jet. 

Kato and Groenewegen (1987) examined mixing in unsteady 
turbulent jets using visible pH indicators to quantify the mixing 
process compared to steady jets. Compared to steady jets, the 
unsteady jets were approximately 50 percent wider indicating 
that the unsteady effects had modified the mixing process. 

Fluidic Nozzle. A simple fluidic nozzle is depicted in Fig. 
1. The fluid flows through a contraction, past two ports, into 
an expansion section. The output lines from the ports are 
attached to each other. Due to the proximity of the walls, the 
jet is bistable and must attach to one of the diffuser walls. If 
the jet attaches to the lower wall, A, then due to the large 
amount of entrainment into the jet, the pressure at the control 
port B' is relatively high compared to the pressure at port A'. 
Since the ports are acoustically connected, a compression wave 
travels from port B' to A' tending to raise the pressure there, 
and if the nozzle is properly tuned, the jet will be pushed away 
from diffuser wall A and traverse to diffuser wall B due its 
bistable nature and the Coanda effect of the walls. In a,well 
designed nozzle, this pattern is regularly repeated yielding a 
jet oscillation frequency that is dependent upon the length of 
the feedback loop and the volume flow rate through the nozzle. 
Frequencies of greater than 100 Hertz are possible. 

Nomenclature 

D — nozzle throat spacing 
U = axial velocity 

U0 = nozzle throat velocity (61 m/s) 

Fig. 2 Nozzle test facility 

The fluidic nozzle used in this study had a throat spacing 
of 2.54 mm and a throat height of 25.4 mm. The jet Reynold's 
number was 4900 based on the throat hydraulic diameter. 

Experimental Apparatus 

Test Facilities. A sketch of the nozzle test facility is shown 
in Fig. 2. This facility was a transparent walled, enclosed chan
nel through which ambient air was drawn in as thin air curtains 
along the top and bottom surfaces to maintain clean window 
surfaces for the laser Doppler anemometry (LDA) apparatus. 
The nozzle air issued into this environment between the air 
curtains. The seed particles for the LDA and the larger glass 
microspheres were injected approximately 0.5 meter from the 
nozzle entrance. The LDA system was mounted vertically and 
was operated in the forward scatter node to maximize the signal 
quality resulting from the 15 mW He-Ne laser used. A single 
channel LDA system was used complete with an acousto-optic 
cell to detect flow reversals and to resolve areas with low 
magnitude velocities. The optics were rotated to attain both 
axial and transverse jet velocities. The entire LDA system was 
mounted on a two-degree of freedom traversing table that was 
stepper driven and microcomputer controlled. 

Titanium dioxide particles (2.0^m diameter) were used to 
seed the air flow to characterize the gaseous phase velocity 
field. Glass microspheres in batches of 21/tm and 54/xm di
ameter were chosen to serve as the solid phase which could be 
considered to be representative of solid fuel particles such as 
pulverized coal. All types of particles were metered into the 
primary nozzle inlet with fluidized bed particle feeders in sep
arate batches. 

Cycle-Resolved and Ensemble Averaged Data Acquisi
tion. For periodic flows, times-averaged velocity measure
ments do not represent the detailed flow field phenomena. 
Cycle-resolved or conditioned sampled data acquistion tech
niques must be employed to fully characterize the time de
pendent nature of the flow. As with any conditioned sampled 
measurement, a reference must be identified with which all 
other measurements must be synchronized. For the fluidic 
nozzle device, a sensitive pressure transducer was installed into 
the feedback loop to monitor the jet oscillation frequency and 
to serve as the reference for the cycle-resolved data acquisition. 

• It was determined that the output signal from the pressure 
transducer exactly indicated the position of the jet with respect 

V = transverse velocity 
X = axial coordinate in flow field 
Y = transverse coordinate in flow field 
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compared to the steady jet at 40 throat widths downstream 
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Fig. 3 Flow field comparison of the oscillating air jet with the steady 
air jet for equal volume flow rates. The oscillating jet was operating at 
50 Hz with a 75 deg diffuser angle. 

to the diffuser walls and the nearby feedback pressure ports. 
This was accomplished by positioning a hot wire anemometer 
probe at exit end of one of the diffuser walls and connecting 
both the anemometer output and the pressure transducer out
put to a dual trace oscilloscope. The signals exactly correlated 
indicating that the pressure transducer could be used to syn
chronize the data acquisition in absence the hot wire probe 
which would not be able to survive the gas-solid flow envi
ronment. 

The cycle-resolved data were acquired for one complete jet 
oscillation cycle at a time using the pressure transducer signal 
to trigger the LDA counter processor to accept data during 
the oscillation period. The velocity realizations were then sorted 
into discreet, equal interval time bins with respect to their time 
of occurrence form the start of the oscillation period. The data 
acquisition procedure continued until each of the fifty time 
bins were sufficiently populated to yield statistically meaning
ful, ensemble averages that would be representative of the 
velocity for each time interval or bin. 

Results and Discussion 
Both time-average and cycle-resolved axial and transverse 

velocity measurements of each phase were acquired. The time-
average velocity profiles are useful to compare with the velocity 
profiles from an identical geometry steady jet as far as cen-
terline velocity decay and jet spreading are concerned. Com
parisons of the cycle resolved velocity profiles of each phase 
indicate the relative velocity magnitudes between the phases 
and also indicate how well the particles are dispersed. For each 
figure shown, the 95 percent confidence interval based the 
students' T-distribution is smaller than the size of the plotted 
symbols unless otherwise shown by a bar symbol displaying 
the largest 95 percent confidence interval. The cycle-resolved 
data have the greater uncertainty since the ensemble averages 
of each discreet time interval of the period of oscillation con
sisted of fewer data realizations compared to the time-average 
measurements. 
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Fig. 5 Effect of diffuser angle on the 50 Hz oscillating air jet transverse 
velocity component at 10 throat widths downstream 
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Fig. 6 Effect of particle size on the 50 Hz oscillating jet axial velocity 
component at 30 throat widths downstream 

Time-Average Velocity Results. Figure 3 shows a com
parison of the axial velocity fields created by a steady slot jet 
and an oscillating slot jet for air flow. Both velocity fields are 
normalized by the steady jet exit plane velocity, U0 (61 m/s). 
The axial coordinate, X, and the transverse coordinate, Y, 
centered at the axis of symmetry are both normalized by the 
nozzle throat width, D (2.54mm). Figure 3 dramatically dis
plays the enhanced transverse spreading of the oscillating jet 
compared to the steady jet. Also, the rate of centerline axial 
velocity decay was greatly increased in the oscillating case as 
evidenced by comparing the centerline axial velocity of the 
steady jet with the symmetric double peak, time-average ve
locity profile of the oscillating jet. Both of these phenomena 
indicate that the unsteady jet interacted more with the stagnant 
surrounding air than did the steady jet counterpart for equal 
volume flows through the nozzles. 
• Figure 4 shows more detailed comparisons of the steady air 
jet behavior compared to that of the oscillating air jet for a 
fixed axial location and jet oscillation frequency (50 Hz) with 
the nozzle exit diffuser angle varied as a parameter. In Figs. 
4-7, only one-half of the flow field is represented due to sym
metry about the jet centerline. Figure 4 illustrates the axial 
velocity profile comparison, while Fig. 5 illustrates the be
havior of the oscillating air jet transverse velocity field. No 
steady jet results are shown in Fig. 5 due to the extremely low 
magnitudes that result in the transverse direction for a steady 
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Fig. 8 Time dependent axial velocity character of the oscillating air jet 
at 30 throat widths downstream with a 45 deg diffuser angle and a 50 
Hz frequency 

slot jet. As the nozzle diffuser angle was increased from 45 to 
75 deg, the transverse location of the maximum velocity for 
both the axial and transverse velocity components also in
creased in proportion indicating that the jet remained attached 
to the diffuser walls for up to the maximum tested angle of 
75 total included angle. Subsequent work has shown that the 
fluid can attach to the diffuser walls even at angles of 120 deg. 
Opposite trends in the relative maxima of the axial and trans
verse velocities occur as the diffuser angle was increased. The 
axial velocity maximum decreased with increasing diffuser an
gle as it entrained more surrounding fluid, while the transverse 
velocity maximum increased with increasing diffuser angle ow
ing to the effect that a larger component of transverse velocity 
was generated as the jet was increasingly deflected laterally. 

The normalized axial velocity profiles for the air and two 
different particle sizes are shown in Fig. 6 at 30 nozzle throat 
widths downstream of the oscillating jet exit plane. Near the 
centerline of the jet, the 21 jim diameter particles closely fol
lowed the air flow behavior although some amount of velocity 
overshoot was present. In this same region, however, the 54 
fim particles have approximately a fourfold increase in axial 
velocity compared to the air. Because of their inertia, the larger 
particles had a longer stopping distance which caused them to 
overshot the rapidly decaying axial air velocity near the cen
terline region. It is also illustrated in Fig.6 that the larger 
particles seemed to disperse to larger transverse locations while 
maintaining increased axial velocity magnitudes when com
pared with the air flow behavior. Particle concentration meas
urements at these locations would facilitate more definite 
conclusions with respect to actual particle dispersion charac
teristics of the fluidically oscillation jet. 

Cycle-Resolved Velocity Results. The results for the cycle-
resolved air velocity measurements in the axial direction for 
selected locations are shown in Figs. 7 and 8 for jet oscillation 
frequencies of 10 Hz and 50 Hz, respectively. Like the time 
averaged velocity results, these cycle-resolved velocities have 
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Fig. 10 Time dependent axial velocity character of the oscillating two-
phase jet at 30 throat widths downstream and 16 throat widths left of 
centerline with a 60 deg diffuser angle and a 50 Hz frequency 

been normalized by the nozzle throat velocity, U0 (61 m/s). 
Each of the figures displays two curves with each curve rep
resenting the cycle-resolved axial velocity profile at symmetric 
transverse locations with respect to the flow field centerline. 
These transverse locations were selected for presentation since 
the locations correspond to the local, time-averaged axial ve
locity maxima. The results reveal that the time dependent, axial 
velocities at these symmetric transverse locations were 180 deg 
out of phase with each other. Also illustrated by Figs. 7 and 
8 is the difference in behavior of the oscillating nature of the 
jet. Figure 7 shows that for the 10 Hz jet the axial velocity as 
a function of time closely resembled a square wave form while 
Fig. 8 shows that the 50 Hz axial velocity as a function of time 
more closely resembled a sinusoidal wave form. A comparison 
of these wave form types indicates that the jet resided near the 
centerline region of the flow field for a proportionately larger 
fraction of the oscillation period for the 50 Hz jet than it did 
for the 10 Hz jet. This conclusion is supported by the fact that 
for the time-averaged, axial velocity measurements, the cen
terline velocities magnitudes were higher for the 50 Hz jet than 
for the 10 Hz jet with all other nozzle parameters such as 
diffuser angle and volume flow rate being equal. Additionally, 
Figs. 7 and 8 give further credence to the method employed 
for the cycle-resolved data acquisition since the temporal re
lationship results between the velocity profiles at locations 
equidistant from the flow field centerline are intuitive. 
• Comparisons of time dependent particle and air axial ve
locities for single LDA measuring volume locations and two 
jet oscillation frequencies are shown in Figs. 9 and 10. These 
figures are representative of the cycle-resolved velocity meas
urements performed in this study. It is observed that the 54 
lira particle motion is very similar to the air motion for the 
frequencies tested. Consistent phase and velocity amplitude 
lags were not observed. In fact, the phases frequently switched 
their relative positions with respect to temporal phase. For the 
10 Hz jet,the particle motion, in general, did not significantly 
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differ for the air motion. The general behavior of the particles 
in the 50 Hz jet was to lead and then lag the air velocity wave
form around its peak region. The local phase differences be
tween the air and particles were as high as 40 degrees. 

Conclusions 
The time-average velocity measurements indicate that the 

oscillating jet interacts with the surrounding media signifi
cantly better than a similar steady slot jet. The oscillating jet, 
while its detailed nature is partially governed by the oscillation 
frequency, resides near the diffuser walls for a longer fraction 
of its period than near the centerline which yields a very low 
centerline velocity with rapidly decaying axial velocity peaks 
on either side of the centerline. The analysis of the dependent 
nature of the flow field supports the time-average velocity field 
results based on the locations of high and low velocity mag
nitudes regions. The nozzle exit diffuser angle dictates the 
overall spreading of the jet for angles at least up to 75 degrees. 
The solid particles are very well dispersed by the device with 
no moving parts and significant temporal phase lags and rel
ative velocities between the phases are apparent all of which 
suggest that the resulting flow field would be conducive to 
environments requiring enhanced transport phenomena such 
as a combustion field with a particulate or droplet fuel form. 
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Simulation of the Strongly Swirling 
Aerodynamic Field in a ¥ortex 
Combustor 
This paper presents the simulation of the strongly swirling aerodynamic field in a 
coal-fired vortex combustor ( VC) recently developed for commercial heating ap
plications. A new version of algebraic Reynolds stress model was employed for the 
closure of non-isotropic turbulence. The calculated results of the 25 cm I.D. bench-
scale and the 61 cm I.D. full-scale VC cold test models showed the pertinent aero
dynamic features of the VCin terms of strongly swirling, developing, recirculating, 
and non-isotropic turbulent flow. The dynamic similarity was generally maintained 
for VCs of different scales. 

1 Introduction 

Coal-fired VCs featured with a progressive air injection, 
sizable exhaust center tube, and strongly swirling, nonslagging, 
and low temperature combustion environment were recently 
developed for commercial space/water heating applications. 
High combustion efficiencies (>97 percent), large firing in
tensities (1 — 5 MW/m3), broad fuel flexibility, and low emis
sions were demonstrated during the 250-hour systematic tests 
firing dry pulverized coals and their slurries. Good operational 
performance, such as large turndown ratio (>3:1), no need 
of air preheating, and easy control of particle behavior and 
combustion temperature were also noted (Nieh and Fu, 1990a; 
1990b; Nieh, 1991). The outstanding technical performance of 
the VCs is largely attributed to its strongly swirling flow created 
by the multiple air injection and the pertinent combustor con
figuration of coaxial circular tubes. These make the VCs dif
ferent from the conventional coal-fired cyclone combustors 
and swirl burners. 

As schematically shown in Fig. 1, secondary air is tangen-
tially injected into the annular chamber of the VC through the 
nozzles arranged at various strategic levels to form a strong 
swirl. Coal-based fuels in either dry powdered form or slurry 
form are injected (or atomized) with primary air at the bottom. 
Combustion takes place primarily in the annular space. Hot 
flue gas spirally ascends to the top, and finally exits through 
the center tube. It was found in a series of cold/hot model 
tests that the strongly swirling flow intensifies the combustion 
and provides an effective control of the motion of fuel par
ticles. Experimental evidence also indicated that the swirling 
flow gives a vigorous gas turbulence, large gas-particle slip 
motion, long particle residence time, and intensified mixing 
and heat/mass transfer (Nieh and Fu, 1990a; 1990b; Nieh, 
1990; 1991). 

Because of the pronounced effects of the swirling flow on 
combustor performance, it is desirable to know the detailed 
aerodynamic structure and the distinct flow characteristics of 
the VC. However, since the VC is a new combustion device, 
no study pertaining to its flow properties has ever been made. 
Parallel efforts on numerical simulation and cold flow meas
urements of the VC were thus pursued (Nieh, 1990). This paper 
presents the numerical results of the isothermal gas flow in a 
25 cm I.D. bench-scale and a 61 cm I.D. full-scale VC cold 
test models, along with the measured results for comparison. 
This investigation should provide a better understanding of 
mean flow, turbulence, and scaling features of the VC and 
help the design of the combustor. Since the gas turbulence in 
a strongly swirling flow exhibits a nonisotropic nature, a new 
version algebraic Reynolds stress model (ASM) developed ear
lier (Zhang et al., 1992) was employed in the present calcu
lation. 
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Fig. 1 Configuration of bench-scale and full-scale isothermal gas flow 
test models of the VC 
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2 Governing Equations and Solution Procedure 
Governing Equations. The analysis of the strongly swirling 

gas flow in the VC is primarily based on the time-averaged 
Navier-Stokes equations. The governing equation set includes 
six conservation partial differential equations: continuity, tan
gential, axial, and radial-momentum, turbulent kinetic energy 
(TKE), and TKE dissipation rate. Since our cold flow meas
urements revealed that the strongly swirling gas flow in the 
VC is generally axisymmetric (three-dimensional flow was only 
found locally in the close proximity of air injection ports (Nieh, 
1990)), the governing equations are formulated in a two-di
mensional axisymmetric cylindrical coordinate. The resultant 
equations can be expressed in a generalized form: 

h{pu4,)+i~rirpH)=UT*x'dX 
+ ir[rr* dr + S* (1) 

where 4> stands for the generalized variables (</> = 1, u, v, w, 
k, and e, respectively, for each of the six governing equations); 
r,,,x and r 0 r being turbulent transport coefficients in x and r-
direction; and S$ being the source terms. The detailed expres
sions of these governing equations are given in Eqs. (2)-(7) in 
Table 1, 

New Version ASM. It was found by some researchers that 
the k-e model and the original ASM based on Rodi's approx
imation (Rodi, 1976) were not generally suitable for simulating 
strongly swirling flows in cylindrical coordinates (Sloan et al., 
1986; Fu et al., 1988). The differential Reynolds stress trans
port equation model (DSM) can account for more physical 
processes but, in the meantime, it requires much extra com
putational effort to solve the six Reynolds stress transport 
equations simultaneously (Jones and Pascau, 1989). A new 
version ASM integrating the advantages of both original ASM 
and DSM was developed (Zhou et al., 1990; Zhang et al., 
1992). It was obtained by reducing the DSM written in axi
symmetric cylindrical coordinates into algebraic expressions, 
during which the swirl-related nongradient convection terms 
and the source terms were retained; while the diffusion terms 
and the gradient convection terms were treated in accordance 
with Rodi's approximation. Based on the observed flow fea
tures of w » u, w » v, and d/dr » d/dx in most regions 
of the VC (Nieh, 1990), the resultant new version ASM was 
further simplified to an explicit form for easy solution. Table 
2 gives this simplified form in 12 algebraic expressions (Eqs. 
(8)-(19)), which were used in the present calculations. The 
values of the six model constants used in Eqs. (2)-(19) are 
specified in Table 3. It is noted that the magnitudes of the 
model constant /3 in the new version ASM are chosen to be 
0.8 and 0.6 for simulating the bench-scale cold flow model 
and the full-scale cold flow model, respectively. 

Numerical Solution Procedure. The calculations in this pa
per were performed on the Catholic University's VAX 8650s 
computer using the flow subprogram of the CCVC (Coal Com
bustion in Vortex Chamber) computer program. The CCVC 
program was specifically developed for simulating the strongly 
swirling gas-particle flow and combustion (Nieh, 1990; Nieh 
and Zhang, 1991; Zhang et al., 1991). The hybrid scheme for 
the discretization of convection and diffusion terms, the SIM
PLER strategy for pressure/velocity decoupling, and the un-
der-relaxation TDMA line-by-line sweeping technique 
(Patankar, 1980) were utilized in the calculation. To ensure 
the stability and satisfactory convergence of the iterative proc
esses, optimal under-relaxation factors for three velocity com
ponents ranging from 0.1 to 0.2 and TDMA sweeping direction 
were carefully selected. A nonuniform staggered grid system 
was used for the solution domain of a half vertical plane passing 
through the chamber axis, u and v velocities were stored at 
the midway between the grid nodes, and Reynolds stress com
ponents were stored in the regular grid nodes. To examine the 
error by numerical diffusion, two grid systems of 40 x 22 
(880) nodes and 52 x 25 (1300) nodes in axial and radial-
direction were employed in the calculation. Figure 2 shows the 
comparison of the gas tangential velocity profiles in the bench-
scale model. Due to the large pressure gradient (or source term) 
in the vortex core region and the relatively strong turbulent 
diffusion in other regions of the combustor, the error by nu
merical diffusion was found small and relatively insignificant. 
The results for the two grid systems are quite close. Although 
higher order discretization schemes, such as QUICK (Leonard, 
1979), may be used to improve the accuracy of the calculation, 
the present numerical scheme and the grid system were ac
ceptable to predict the flow characteristics of the vortex com
bustor. 

3 Calculation Examples: Cold Flow in the Vortex 
Chambers 

Systematic measurements of the isothermal gas flow were 
conducted in the bench-scale and full-scale VC test models 
(Nieh, 1990). The strongly swirling aerodynamic flow fields in 
both models were simulated in this paper. Figure 1 shows 
schematically the configuration of the test chambers. They are 
made of coaxial Plexiglas tubes. The bench-scale model has a 
height of 66 cm and an inside diameter of 25 cm. The center 
tube of 11 cm diameter has an adjustable height ranging from 
28 to 51 cm. Three sets of secondary air nozzles (four each) 
are provided at the 5 cm, 30 cm, and 48 cm levels measured 
from the bottom. Two primary air nozzles are set at the 11 
cm level. The full-scale model has a height of 142 cm and an 
inside diameter of 61 cm. A center tube of 29 cm diameter is 
also made adjustable in its height and normally set at 71-102 
cm in the tests. Four nozzles, at the 9 cm level from the bottom, 
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Table 1 Governing equations for gas flow using the new version ASM 

Equation 0 
Continuity 1 
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are used for primary air injection. Three sets of nozzles (four 
each) are provided at the 56 cm, 79 cm, and 102 cm levels for 
secondary air injection. The two test chambers were designed 
to have geometric similarity in their major dimensions. How
ever, protruded nozzles are used in the bench-scale model; 
while peripheral nozzles are used in the full-scale model. The 
major instrument used in the tests was a United Sensor 
DA&DAT 5-point directional (3-D) probe with four inclined 
manometers. Three velocity components (H, V, and w) and the 
static pressure (p) were measured with this probe. The errors 
of measurement are within 5 percent forp and w and 10 percent 
for u and v. The air flow rate through each set of nozzles were 
individually controlled and measured by SEE-FLO van type 
flowmeters in the bench-scale test model and by Kruz digital 
velocimeters in the full-scale test model (Nieh, 1990). The errors 
of air flow rate measurements are within 5 percent. Table 4 
lists the calculation conditions for the two cases which were 
arranged the same as the test conditions in the bench-scale and 
full-scale models. 

4 Results of Aerodynamic Characteristics 
Figures 3 and 4 show the calculated distributions of mean 

flow properties including gas tangential (w), axial («), and 
radial (v) velocities, static pressure (p), and streamlines in the 
bench-scale and the full-scale models, respectively. The open 
circles are the measured data points under the same conditions. 

Figures 5 to 6 show the calculated distributions of turbulent 
properties in the two models, including TKE and Reynolds 
stresses at two heights of the chamber. 

Tangential, Axial, and Radial Velocities. As seen in Figs. 
3 and 4, the calculated gas tangential and axial velocities are 
in generally good agreement with the measured data. Quali
tative agreement in radial velocity is also achieved. It is noted 
that different scales for u, v, and w are used for clear pres
entation. The gas flow in the annular space (designated as 
Zone I) exhibits different features as that in the top cylindrical 
space (designated as Zone II). The tangential velocity are gen
erally an order of magnitude larger than the axial and radial 
velocities in Zone I and in most regions of Zone II, indicating 
that the strong swirl dominates the flow in the VC. The weakly 
swirling flow can only be found in the vortex core region of 
Zone II where three velocity components are of the same order 

• of magnitude. It is worth noting that due to the presence of 
the center tube this weakly swirling zone is blocked and ef
fectively avoided in Zone I, giving a strong centrifugal force 
field and relatively uniform swirling velocity profiles for the 
entire Zone I. This is deemed one of the pertinent features of 
the VC gas flow, distinctly different from that of conventional 
cyclone combustors and swirl burners. The strong swirl in Zone 
I is attributed to the confinement of circular vertical walls on 
both sides of the annular space. In Zone II, the tangential 
velocity exhibits Rankine type of vortex flow, which has a 
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Table 2 Simplified form of the new version ASM for the VC 
flow 
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Table 3 Turbulence model constants used in governing equa
tions and ASM 

X ok 

0.6-0.8 0.135 0.9 1.22 1.44 1.92 

forced vortex in the core region and a free vortex in the outer 
region. The tangential velocity increases linearly with the radius 
in the forced vortex and decreases inversely with the radius in 
the free vortex. The interface of the combined vortexes gives 
the highest swirling velocity (peak of the profile). The gas axial 
and radial velocities are generally small in magnitudes, but 
they go through a rapid and frequent change in the chamber. 
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Fig. 2 Effect of grid refinement on gas tangential velocity 

Table 4 Test and calculation conditions for the bench-scale 
and full-scale VC models 

Parameter Magnitude 

Bench-scale VC model 
Air flow rate distribution, mVhr 226/0/226/226 
Inlet air tangential velocity, m/s 24.6/0/24.6/24.6 
Inlet averaged tangential velocity, m/s 24.6 
Air temperature, K 300 
Full-scale VC model 
Air flow rate distribution, mVhr 678/681/680/0 
Inlet air tangential velocity, m/s 25/25.1/25.1/0 
Inlet averaged tangential velocity, m/s 25.1 
Air temperature, K 300 

Local flow recirculations occur alternatively in both Zones I 
and II . The repeated acceleration and deceleration of the flow 
in axial and radial directions are caused by the multistage 
injection of air and the 180 deg turn of main flow at the center 
tube inlet. These results confirm that the gas flow in the VC 
is largely in the "deve lop ing" mode . This is advantageous for 
gas-gas and gas-particle mixing and hea t /mass transfer, and 
should be regarded as another pertinent feature of the VC gas 
flow. 

Static Pressure. As shown in Figs. 3(b) and 4(b), the cal
culated distributions of gas static pressure are in good agree
ment with the bench-scale model measuremen t s and in 
qualitatively agreement with the full-scale model measure
ments. The pressure profiles in Zone I is relatively uniform, 
which is primarily due to the blockage of the weakly swirling 
zone by the center tube. The pressure in Zone II exhibits a 
typical profile of cyclonic flows. It drops rapidly in the core 
region, indicating a large radial pressure gradient and energy 
dissipation there. The contour plot of the static pressure for 
both models are shown in Figs. 3(c) and 4(c) . The straight 
vertical lines illustrate the pressure stratification in this strong 
centrifugal force field, which was verified in the cold flow 
measurements (Nieh, 1990). The calculated net pressure d rop 
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p-p c Streamline 

(a) Axial and Tangential 
Velocities 

(b) Radial Velocity and 
Static Pressure 

(c) Contour Plot of Static 
Pressure and Streamline 

Fig. 3 Gas velocities, static pressure, and streamline in the beach-scale VC model 

p-p ref 
p-p f Streamline 

(a) Axial and Tangential 
Velocities 

(b) Radial Velocity and 
Static Pressure 

(c) Contour Plot of Static 
Pressure and Streamline 

Fig. 4 Gas velocities, static pressure, and streamline in the full-scale VC model 

through the bench-scale model is 6.3 x 103 N/m2, which agrees Streamlines. The streamlines in Figs. 3(c) and 4(c) show 
with the measured data of 6.6 x 103 N/m2. The pressure drop the main flow patterns in the bench-scale and full-scale VC 
is 2.7 x 103 N/m2 for the full-scale model, which is close to models. They were qualitatively verified by the cold flow meas-
the measured value of 4.1 x 103 N/m2. urements and observations (Nieh, 1990). The main flow is 
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(a) Normal Reynolds Stresses and (b) Shear Reynolds Stresses 
Turbulent Kinetic Energy 

Fig. 5 Reynolds stresses and turbulent klnemaic energy In the bench-scale VC model 

seen that v'2 is the largest followed by u'2 and w'2 in most 
regions of Zones I and II, while in the vicinity of the walls 
and the chamber axis w'2 is the largest. This reveals the non-
isotropic turbulence nature of the strongly swirling flow. Fur
thermore, the absolute magnitudes of shear stress v' w' is found 
generally larger than both u' v' and w' u'; and u' v' is generally 
larger than w'u' in Zones I and II. These are desirable from 
combustion viewpoint because the weak convection of main 
flow in radial direction is now supplemented by a relatively 
strong turbulent diffusion. As seen in Figs. 5 and 6, TKE and 
the absolute values of Reynolds stresses are found to increase 
along the flow direction. For example, the dimensionless tur
bulence intensity ([2/3k]W2/Win) increases approximately from 
5 percent at x/R = 0.88 (bottom of Zone I) to 30 percent at 
x/R = 4.76 (Zone II) in the bench-scale model, and from 5 
percent at x/R = 1 (bottom) to 20 percent at x/R = 4 (Zone 
II) in the full-scale model. This indicates that the gas turbulence 
is enhanced by the progressive air injection, which is another 
pertinent feature of the VC gas flow. 

Scaling Property. The two cases being studied share the 
geometric similarity in their major dimensions, as can be seen 
in Table 5. The dynamic similarity between the bench-scale 
and full-scale models is of great interest to the scale up (or 
down) of the VC design. It is seen from Figs. 3 and 4 that the 
profiles of the tangential velocity and the static pressure for 
both models are quite similar, which lends support to the 
dynamic similarity of the gas flow between the two models. 
The similarity of the axial and radial velocities is, however, 
not as clear as the tangential velocity. This may be caused by 

established by the primary/secondary air injection through 
multiple nozzles. It spirally ascends through the annular space, 
and turns 180 deg into the center tube. Along with the move
ment of the main flow, a number of recirculation zones are 
found in the vicinity of injecting nozzles, at the chamber bot
tom, at the top entrance of the center tube, and in the vortex 
core region of Zone II. The recirculating flows in the VC are 
primarily due to the arrangement of multiple air injection and 
the coaxial center tube of the combustor. Axial/radial recir
culations associated with the strong swirl are beneficial to fuel 
ignition, flame stabilization, heat/mass transfer, and char burn
out. The recirculating flow is therefore considered as one of 
the pertinent features of the VC gas flows. 

Turbulence Characteristics. Figures 5 and 6 show the cal-
culated TKE (k), normal Reynolds stresses (u'2, v'2, and w'2, 
and shear Reynolds stresses (u'v', v'w', and w'u') at two 
different heights of the bench-scale and full-scale VC models. 
The data shown in the figures were normalized by the averaged 
inlet tangential velocity for each case. Since the magnitudes 
of Reynolds stresses change greatly along the combustor height, 
different scales were used in drawing figures of the same quan
tity. For the normal Reynolds stresses in Zone I, it is seen that 
the peaks of both profiles of u'2 and v'2 occur near the center 
of the annular space, while the peak of w'2 occurs on the side 
walls. The shear stresses near the chamber wall are generally 
higher than those near the center tube wall. In Zone II, a clear 
peak of the v'2 profile can be found in the region of 0.2 < 
r/R < 0.5, which is also found true for the v'w' profile. 
Comparing the relative magnitudes of Reynolds stresses, it is 
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Fig. 6 Reynolds stresses and turbulent kinetic energy in the full-scale VC model 

Table 5 Comparison of major dimensions for the bench-scale 
and full-scale VC models 
VC Model 
Bench-scale 
Full-scale 

H/D 
2.6 
2.3 

D/d 
2.3 
2.1 

hx/H 
0.08 
0.06 

h2/H 
0.16 
0.39 

hi/H 

0.45 
0.55 

h4/H 
0.73 
0.72 

L/H 
0.77 
0.72 

the multiple air injection and the "developing" nature of the 
VC gas flow. The similar main flow patterns and local recir
culating flows as seen in the streamline plots in Figs. 3(c) and 
4(c) also shed light to the dynamic similarity of the two models. 
If the turbulent quantities in Figs. 5 and 6 are examined further, 
they can also be found quite close between the two models. 
In general, the dynamic similarity exists in geometrically-sim
ilar VC test models of diameter ratio of 1:2.4 and volume ratio 
of 1:12.4., This finding should help in scaling up (or down) a 
successful VC design. The overall similarity of swirling flow 
and combustion in the coal-fired VC is an on-going study at 
the Catholic University. More evidence on the scaling char
acteristics of particle flows, heat transfer, and combustion 
among VCs of different thermal inputs will be reported at later 
dates. 

5 Conclusion 
The strongly swirling isothermal gas flows in a 25-cm I.D. 

bench-scale VC test model and a 61-cm I.D. full-scale VC test 
model were simulated by using a new version ASM. The cal
culated results are found in generally good agreement with the 

measured data. The basic flow characteristics of the VC are 
summarized below: 

The gas flow in the VC is characterized as a strongly swirling, 
developing, recirculating, and nonisotropic turbulent flow. The 
tangential velocity dominates the flow. Local recirculating flows 
are found near the injecting nozzles, at the chamber bottom, 
at the top entrance of the center tube, and in the vortex core 
region of Zone II. 

The gas flow shows different features in the annular space 
(Zone I) and in the top cylindrical space (Zone II). The tan
gential velocity exhibits a relatively uniform profile in Zone I 
and Rankine type of vortex in Zone II. The static pressure 
also shows a relatively uniform profile in Zone I and cyclonic 
type profile in Zone II. The magnitudes of turbulent intensities 
in Zone II are generally several times larger than those in Zone 
I. 

The dynamic similarity in terms of gas velocity, pressure, 
flow pattern, and turbulent quantities is found generally true 
for geometrically-similar VC models of scaling ratio of 1:2.4. 
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Novel Optical Fiber Installation by 
Use of Spiral Airflow 
A high performance apparatus for installing optical fiber has been developed. With 
this apparatus, a 2 mm-diameter optical fiber was blown through a 6 mm-diameter 
rolled tube over a distance of 1200 meters, which is longer than the 700 meters 
achieved by the best conventional techniques. The heart of the apparatus is a novel 
nozzle with an annular slit and a conical cylinder to create a spiral airflow. In the 
spiral flow, the back flow of air is prevented due to the Coanda effect and the fiber 
scraping along the tube wall is minimized, owing to the ordered flow structure, 
leading to effective fiber installation. To obtain a spiral flow, pressurized air is 
forced into the buffer area of a nozzle and then through the angled annular slit into 
the tube entrance. Due to the Coanda effect of the annular jet from the slit attaching 
to the nozzle walls and the conical cylinder, the downstream flow in the tube develops 
a highly stable spiral structure with a steep axial velocity distribution that is more 
ordered than typical turbulent tube flows at the same mass-flow rate. 

1 Introduction 
Installation of optical fibers through a long thin tube is a 

challenge in the telecommunication industry. One of the con
ventional techniques is the "pig" method. In this method, a 
solid pig is attached to the fiber, which is then forced through 
the tube by back pressure. This method is effective for short 
and straight tubes. However, it is ineffective for tubes with 
bends or variable tube cross section. 

Many techniques including the pig method have been em
ployed to install an optical fiber through a 6 mm-diameter 
rolled tube over distances of 1000 meters, but none is found 
to be completely satisfactory. This newly developed system 
using a spiral flow has proven to be completely successful. 

2 Experimental Program 
The objectives of the experiment are to elucidate the mech

anisms of effective fiber installation by studying the influence 
of characteristics of fluid flow on fiber motion and to measure 
the installation length of an optical fiber with both the tra
ditional system and the new system. The heart of the new 
system is its fluid dynamic control using a new spiral device 
which prevents back flow of air and avoids fiber scraping of 
the walls. On the other hand, the traditional system depends 
on mechanical control using a hypodermic needle and a pair 
of wheels. The main differences in system features are outlined 
in Table 1. 

2.1 Traditional System. The traditional equipment re
quired to install fiber packages by compressed air is shown in 
Fig. 1 (Hornung et al., 1986). A pressurized metal block houses 
a pair of electrically driven rubber tire wheels, which draw the 
fiber package in through an air sealing hypodermic needle. 
Compressed air is let into the block and carries the fiber pack
age into a preinstalled tube. 

2.2 New System. The new system consists of two Coanda 

Table 1 The main differences in system 
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Fig. 3 Fiber motion in both flows
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in the spiral device, due to the Coanda effect resulting in the
annular jets attaching to the nozzle walls and the labyrinth
effect of the complex flow pathway, the air is kept from flowing
out of the nozzle entrance and the downstream flow with a
spiral structure is developed. This spiral flow is much more
ordered than typical turbulent tube flow at the same mass
flow rate (HorH, 1990; Horii, 1991). This ordered spiral flow
orients the fiber axially and positions the fibers at the center
of the tube, and carries them a long distances without fiber
scraping and back flow of air.

2.3 Visualization of Fiber Motion in Both Flows. Visual
inspection showed that the spiral flow pattern persists for about
Sam from the tube inlet and the flow was then gradually con
verted to ordinary turbulent flow. To study the influence of
flow characteristics on fiber motion, both the turbulence and
the spiral flow were tested at a mean air velocity of 15 m/s.
As shown in Fig. 3, the spiral-flow device orients and positions
the fiber near the axis, greatly reducing its friction against the
walls. However, in the turbulent tube flow, the fiber undergoes
irregular transverse vibrations, forming a wave which scrapes
against the tube walls and fails to blow through.

2.4 Experimental Procedure and Fiber Installation Re
sults. Experiments with long 6 mm-diameter tubes, which
were coiled and varied to 500 meters and 1000 meters in length,
were performed to test passage of an optical fiber 2 mm in
diameter weighing 2.0 g/m. Airflow was generated by using
both the spiral device and a simple constant-diameter turbu
lent-flow entrance device. The device pressure was raised to
500 kPa-gage at the inlet of the tube to develop an average
pipe flow velocity of 47 mls and 30 mis, corresponding to a
tube-length of 500 m and 1000 m at the exit of the tube,
respectively. In the first experiment, the fibers were installed
through 500 meters of polyethylene tube coiled with a radius
of 100 cm. With normal turbulent flow, the fibers could not
be installed in a shorter time than the fastest time which was

Flow directionIE]

compressed air

\

rubber wheels
Fig. 1 Traditional system

reel of fiber unit

Fig. 2 New system

spiral devices connected in series (HorH, 1988). The geometry
and dimensions of the spiral device are shown in Fig. 2. The
device consists of a nozzle with an annular slit connected to
conical cylinder, which is attached to the entrance of a prein
stalled tube.

Pressurized air is forced through the sides of the device into
the buffer area and then through the angled annular slit into
the tube entrance. This annular flow creates a fiber-port suction
which brings in additional air flow through the nozzle entrance.

In installing an optical fiber through a tube over distances
of many meters using the conventional device, the pressurized
air tends to back flow out of the nozzle entrance. However,

Nomenclature

B constant M H sum of the moments
Cd drag coefficient of upper half of the VH axial velocity at the
Fd drag on the arbitrary fiber, Nm upper half of the fi-

part of the fiber, N M L sum. of the moments ber, mls
FdH, FdL sum of the drags, N of lower half of the VL axial velocity at the

H(rH,fJH,zH) cylindrical coordinate fiber, Nm lower half of the fi-
K constant s subtle square, m2 ber, mls
I length of fiber from S swirl number w diameter in project of

MtoH, L, m v mean velocity, mls the fiber, m
1m length of fiber, m v

Zmax maximum axial veloc- {3 angle between the fi-
L(rL,fh,zd cylindrical coordinate ity, mls ber and the y-axis on

M moment of the cen- vOmax
maximum azimuthal the x-y plane, deg

troid, Nm velocity, mls p = density, kg·s2/m4
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13 s under the best conditions. In contrast, using the spiral-
flow device, the fiber was installed through the tube in only 
8 minutes under the best condition and 10 minutes on the 
average of 20 measurements for a mean installation speed of 
0.83 m/s. 

In the second experiment, 1000 meters of 6 mm-diameter 
polyethylene tubes made by connecting two 500 meters tube 
coiled into a radius of 100 cm in series were used. The normal 
turbulent flow could not install the fibers because the fibers 
scraped, meandered, and stuck to the tube wall in a short 
distance from the entrance..However, the spiral nozzle sucked 
in fibers and installed them through the 1000 meters of the 
tube in 50 minutes on the average of 20 measurements, for 
mean installation speed of 0.17 m/s. 

spiral flow. The transmission characteristics of the fiber is the 
same as that installed by the conventional method. Significant 
twisting of the optical fiber would have resulted in transmission 
degradation. 

The twisting of optical fiber is determined by the intensity 
of the swirling flow and the stiffness of .optical fiber. The 
intensity of swirling flow can be quantified by use of swirl 
numbers, 

"5=2 4-
vo„ 

For the spiral flow, the swirl number is 0.3 which is too low 
to twist the optical fiber because the optical fiber is rather 
stiff. 

3 Discussion 
From fluid dynamics viewpoint, this high performance in

stallation system must control two factors to increase the ef
ficiency of the drag force acting on the fibers; namely, fluid 
velocity distribution and instability to reduce fiber scraping, 
and back flow of air. 

3.1 Effect of Spiral Flow on Reducing Fiber Scraping. To 
minimize fiber scraping, the traditional system employs a me
chanical method using rubber wheels, which are housed in the 
compressed area. The wheels must be positioned between the 
hypodermic tube [A] and the compressed air entrance [B] in 
Fig. 1, to minimize the fiber vibration caused by flow insta
bility. In the spiral flow system, the flow is oriented axially 
and positioned at the center of the tube section, resulting in 
less contact with the inner wall and scraping (Fig. 3). 

3.2 Annular Jet Due to the Coanda Effect and Back Flow 
Control. In the traditional system, the back flow of air has 
to be controlled by using an air sealing hypodermic needle set 
in A (Fig. 1), because the fluid tends to flow back in the A 
direction due to the friction of the long tube. This sealing 
method causes a pressure drop and friction in the hypodermic 
needle, resulting in a complex sealing system and loss in fiber 
installation efficiency. 

In the new system, the Coanda effect, created by the special 
nozzle with an annular jet attached to the nozzle walls, gen
erates a smooth spiral flow downstream with little back flow. 
The labyrinth effect due to the complex pathway of the inlet 
air through the device further prevents any back flow. Thus, 
through the Coanda and labyrinth effects, the spiral device 
becomes a simple yet effective back flow controlling system. 

3.3 Application to Optica) Fiber Installation. The effi
ciency of optical fiber installation is determined by the drag 
force and the friction force. The drag force arises from the 
friction between the fluid and the fiber, and is the motive force 
to blow the fiber through the tube. The friction between the 
tube wall and the fiber impairs the installation of fiber. Thus, 
the net force for fiber installation equals the drag force minus 
the friction. For successful fiber installation, this net force 
must be positive and is the larger the better. 

The relative importance of these two opposite force depends 
on the location of the tube. In the first part of the tube, the 
flow velocity is low, therefore the drag force is small. As a 
result, for the efficient installation, it is critical to reduce the 
friction to obtain a positive and large net force. This is ac
complished by the use of the spiral flow. 

In the latter part of the tube, the static pressure decreases 
and the fluid flow velocity increases, leading to an increased 
drag force. This increased drag force can overcome the friction 
between fiber and tube wall caused by the turbulent flow. 
Therefore, the breakdown of spiral flow does not significantly 
impair the efficiency of optical fiber installation. 

There is no significant twisting of the optical fiber in the 

4 Theoretical Analysis 
The fiber installation efficiency is mainly determined by the 

friction between the tube wall and fiber due to fiber scraping. 
This friction is particularly important at the first part of the 
tube where the drag force is small. To discuss the fiber scraping 
at the first part of tube, the moment acting on the fiber due 
to the velocity profile has been analyzed, because the scraping 
is caused by the moment of rotations. 

4.1 Moment Acting on Fiber. The theoretical analysis 
focuses on flow from the nozzle outlet. A single phase flow 
is used in order to simplify this analysis. 

An arbitrary part of the fiber shall be 2lm in length. The 
following assumptions were made: 

(1) Only the force due to the axial velocity is considered; 
the others are ignored. 

(2) Since the fiber is homogeneous, the geometric central 
point corresponds to the centroid. 

(3) Since the fiber width is sufficiently narrow compared to 
the nozzle diameter, vz, the velocity in the axial section is 
uniform. 

(4) p = const 
Various drag values from the axial velocity profile were 

applied to the fiber in the spiral flow, as shown in Fig. 4; then 
the drag of the subtle square ds = wdl was calculated. The 
moment M is obtained as follows: 

dFd = 2 Cdpv2ds = ~ CdPwv2dl 

1 9 

dM=ldFd=- Cdpwv2ldl (1) 

where p is density and v is mean velocity. Since v = v(r, z) 
and this flow is axisymmetric and constant in time, the effect 
of (t, 6) is ignored. 

The mean axial velocity of the spiral flow is replaced by v 
= Kz + Br1. The sum of the drags, FdH, is given as 

1 I"'"1 

y\FdH=-Cdwpcosfl \ v2
Hdl (2) 

where vH is the axial velocity at the upper half of the fiber 
measured from the centroid and is obtained by 

v„ = KzH + Br1
H 

MH, the sum of the moments of the upper half of the fiber, 
is given by 

i,lm 

MH = - Cdwpcos(l I 
/ J0 

v\ldl 

Similarly, for the lower part of the fiber from the fiber 
centroid, FdL, vL, and ML are given by the following equations: 

( lm 

vldl (3) 
n 
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L{rLeLzL) 

d r 

Pig. 4 Force on fiber in coordinate system Fig. 5 Velocity profile of both jets 

vL = KzL + Br2
L 

1 f/m 

2 ML = - Cdwpcos/3 \ v\ldl 

The sum of the moments of the centroid P is obtained by 

2 M = ^ CrfWpcos/3 
' 

l(v2
H~vl)dl 

The condition for the fiber to stabilize in the flow is 
L M = 0. Figure 5 shows the axial velocity profile in both 
flows. It can be seen that the possibility of taking v2

H - v\ to 
0 on the fiber in the spiral flow is low, because the velocity 
profile in spiral flow is steeper than that in turbulence, resulting 
in the decrease of the fiber scraping in the first part of the 
tube. 

5 Conclusion 
A new system using spiral flow for fiber installation has 

been developed. A device with an annular slit and conical 
cylinder creates a spiral air flow that helps blow a 2mm-di-
ameter optical fiber through a 6mm-diameter rolled tube over 
distances of 1200 meters. 

The mechanism and operation of the new equipment is sim
plified due to fluid dynamic control. The new system does not 

require a pair of wheels to draw the fiber package off its drum 
and minimize the scraping of fiber, because an ordered spiral-
flow plays in place of wheels. Furthermore, removing the air 
sealing hypodermic needle, because of the annular jet attached 
to the nozzle walls due to the Coanda effect, prevents a back 
flow. 

This high performance, simplified system for fiber instal
lations is achieved by the ordered structure of spiral-flow and 
the Coanda effect. 
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Study of Branched Turboprop Inlet 
Ducts Using a Multiple Block Grid 
Calculation Procedure 
An important requirement in the design of an inlet duct of a turboprop engine is 
the ability to provide foreign object damage protection, A possible method for 
providing this protection is to include a bypass branch duct as an integral part of 
the main inlet duct. This arrangement would divert ingested debris away from the 
engine through the bypass. However, such an arrangement could raise the possibility 
of separated flow in the inlet, which in turn can increase pressure losses if not 
properly accounted for during the design. A fully elliptic three-dimensional body-
fitted computational fluid dynamics (CFD) code based on pressure correction tech
niques has been developed that has the capability of performing multiple block grid 
calculations compatible with present day turboshaft and turboprop branched inlet 
ducts. Calculations are iteratively performed between sets of overlapping grids with 
one grid representing the main duct and a second grid representing the branch duct. 
Both the grid generator and the flow solver have been suitably developed to achieve 
this capability. The code can handle multiple branches in the flow. Using the con
verged flow field from this code, another program was written to perform a particle 
trajectory analysis. Numerical solutions were obtained on a supercomputer for a 
typical branched duct for which experimental flow and pressure measurements were 
also made. The flow separation zones predicted by the calculations were found to 
be in good agreement with those observed in the experimental tests. The total pressure 
recovery factors measured in the experiments were also compared with those obtained 
numerically. Within the limits of the grid resolution and the turbulence model, the 
agreement was found to be fairly good. In order to simulate the path of debris 
entering the duct, the trajectories of spherical particles of different sizes introduced 
at the inlet were determined. 

1 Introduction 
Figure 1 shows a typical turboshaft and turboprop aircraft 

engine installation. Such an installation requires duct designs 
which should provide performance and durability commen
surate with modern aircraft requirements. These requirements 
include FOD (foreign-object-damage) protection and low inlet 
total pressure loss. 

FOD protection and low total pressure loss impose conflict
ing design constraints that must be carefully reconciled or 
balanced. Inlet ducts that include an integral bypass provide 
FOD protection by diverting ingested objects such as birds, 
stones, and other debris from the engine thus reducing main
tenance actions. However, separated flow and recirculation 
caused by the bypass can increase total pressure losses. 

The development of inlet ducts has typically relied upon 
two-dimensional (2-D) analysis followed by extensive model 
evaluation in a component test facility. This process is expen
sive in terms of both time and dollars. A viscous three-di-

Bypass Duct 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 29, 1991. Associate Technical Editor: R. K. Agarwal. 

Fig. 1 Typical turboprop installation with bypass-protected inlet duct 

mensional (3-D) fully elliptic body-fitted CFD code based on 
pressure correction techniques (Patankar, 1980) has been de
veloped to improve the inlet design process. This code has the 
capability of performing multiple block grid calculations of 
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the kind required in branched inlet ducts. This multiple grid 
capability was developed by modifying an existing code for a 
single grid. The single grid code developed earlier has been the 
subject of several papers (Braaten and Shyy, 1986) and (Shyy 
et al., 1985). 

The block grid capability employs a point matched multiple 
overlapping domain decomposition technique (Karki and Pa-
tankar, 1986) whereby the main duct constitutes one domain 
and the branch duct forms the second domain. Grids are gen
erated in each domain with a set of computational cells that 
overlap. Numerical calculations are performed in each domain 
with information being passed from one domain to the other 
through the overlap region. This methodology will be described 
in more detail in the next section. Dimitriadis and Leschziner 
(1985a) have proposed a numerical technique based on a zonal 
finite volume approach to compute the flow in duct junctions. 
Dimitriadis et al. (1985b) used this technique to obtain the 
fluid dynamic characteristics of a special type of junction 
termed "pulse converter." Experimentally, the pressure and 
velocity fields were measured which compared very well with 
the numerical simulation indicating that the coupled solution 
procedure performed satisfactorily. 

The purpose of this paper is to describe the analysis of a 
typical turboprop branched inlet duct that was performed using 
the code. Experimental data for this duct were obtained in a 
test facility. To validate the CFD code, numerical solutions 
were obtained under identical inlet conditions. The agreement 
was found to be quite good and it demonstrated that the flow 
field in such complex inlet ducts can be computed efficiently. 

A program was written that calculates the 3-D trajectories 
of particles (debris) that enter the main duct. A Lagrangian 
approach was used whereby a set of ordinary differential equa
tions for a particle was solved numerically in the presence of 
the calculated fluid velocity field and with an assumed drag 
coefficient correlation for the particle (Gosman and Ioanides, 
1983). The incoming debris was assumed to be spherical in 
shape and having different diameters. 

2 Methodology 

Governing Equations. The governing equations are the full 
compressible Navier-Stokes equations representing the con
servation of mass and momentum in the three coordinate di
rections. Turbulence is modeled using the standard k-e model 
(Launder and Spalding, 1974) along with the wall function 
treatment for near-wall regions. The flow in the inlet duct of 
an aircraft engine is essentially isothermal (with adiabatic walls) 
and therefore the total temperature is assumed to be constant. 
The density of the air is updated in the calculations and is 
computed as a function of the pressure and temperature using 
the ideal gas law. The flow is entirely subsonic in the duct. 
The fully elliptic form of the 3-D conservation equations may 
be written in general for a conserved variable <f> in Cartesian 
coordinates as 

where p is the fluid density, Y is the effective diffusion coef
ficient, u, v and w are the three Cartesian velocity components, 
and R is the source term which depends on the equation being 
considered. The number of equations solved were six in number 
with the dependent variable </> representing each of u, v, w, 
pressure correction (corresponding to the continuity equation), 
turbulent kinetic energy k and turbulent dissipation e. When 
new independent variables £, ij, and y are introduced, Eq. (1) 
changes according to the general transformation £ = £(*, y, z), 

Fig. 2 Domain decomposition procedure 

V = v(x, y, z), 7 = y(x, y, z). The result of this coordinate 
transformation is to transform the arbitrarily shaped physical 
domain into a rectangular parallelopiped. 

Equation (1) can be rewritten in (£, ij, 7) coordinates as 
follows: 

%Ap U<j>) + | - ( p VJ>) + —Co W4>) 
9? dij 

3i) 

67 

r 
1 
r 
j 

iq\\<t>i. +qn4>r, +Qn^-y) 

dy J 
:(<7310? + <732<£„ + <?3307) + S(H,V,y)>J (2) 

where U, V, and Ware the contra variant velocity components, 
the gy's are the various metric terms arising from the coordinate 
transformation, and S (£, i), 7) is the source term of the gov
erning equation in (£, ij, 7) coordinates. The formulas for these 
quantities are given in (Shyy and Braaten, 1986). 

A staggered grid system as described in (Patankar, 1980) is 
used for the calculation. The scalar variables (p, p, k, e, etc.) 
are located at the center of the control volumes, while the 
velocity components are located on the control volume faces. 
Finite difference approximations to the conservation laws are 
obtained by taking the integral of Eq. (2) over the control 
volume and discretizing it, as done in Cartesian coordinates. 
These equations are solved by a SIMPLE-like algorithm (Pa
tankar, 1980) extended to the curvilinear coordinate system. 
This formulation is applicable for subsonic compressible flows. 
The detailed implementation of the numerical algorithm is 
given in (Shyy et al., 1985) and (Braaten and Shyy, 1986). 

Domain Decomposition. The idea of domain decompo
sition will be illustrated in a 2-D situation with reference to 
Fig. 2. The extension of this idea to a 3-D situation is obvious. 
Two domains, A and B, are shown. The dotted region 1-2-3-
4 indicates the overlap region and consists of one row of cells 
within domain A. Domain B is bounded by the lines 1-2, 2-3 
and 3-4 below. The line 1-4 forms part of the upper boundary 
of domain A. The grid for the lower two planes of domain B 
are extracted directly by using portions of the grid along the 
upper two planes of domain A. This ensures that the grid point 
locations in the interface region are perfectly identical in the 
two domains. Calculations are initiated by solving the gov
erning equations in domain A. Any reasonable profile can be 
initially assumed along line 1-4. Next, a solution is obtained 
in domain B by using as a boundary condition values of vari
ables along lines 1-2, 2-3 and 3-4 that are obtained from the 
interior of A. Domain A is next revisited by using as a boundary 
condition the values of the variables along line 1-4 that are 
obtained from the interior solution of domain B. Next, the 
calculations are repeated in domain B. This cyclical procedure 
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is continued until the values of the variables in the overlapping 
region obtained from the two domains agree within a certain 
tolerance. 

Particle Trajectory Analysis. Many computational for
mulations for the trajectory of particles in a flow field use the 
Eulerian conservation equations to represent the fluid motion 
and the Lagrangian equations to represent the motion of the 
particles once the flow field is computed. The commonly 
adopted equation of motion of a spherical particle is given by 
the following equation, where the dynamic mechanism of the 
motion is based on the concept of relaxation time (Gosman 
and Ioanides, 1983). 

dVj, 
dt Td 

(3) 

where 

Vp = velocity vector of particle 
Vc = velocity vector of fluid 

rd = dynamic relaxation time of particle 

The dynamic relaxation time of particle, rd, is defined as 

Td 
1 

3\ fic J \CDRe/ 
(4) 

where 

D = particle diameter 
pp = particle density 
pc = density of fluid 

CD = viscous drag coefficient 
/xc = viscosity of the fluid 

The particle Reynolds number is defined as 

Re 
pc\Vc-Vp\D 

V-c 

The position vector of the particle is given by 

dt 

(5) 

(6) 

Integration of Eq. (3) gives the velocity of the particle and 
a further integration of Eq. (6) gives the position of the particle. 
The integrations are performed numerically using a Runge-
Kutta scheme. An important quantity here is the drag coef
ficient CD. There are several expressions available in the lit
erature, each of which has an experimental basis. In this study, 
CD is taken from Wallis (1969): 

24 
CD = — \ l+0.15Re' 

Re 
05 = 0.44, Re>103 

• a 6 8 7 > , R e < 1 0 3 

(7) 

3 Results 

Grid Generation. Generation of a suitable body-fitted grid 
for the branched inlet duct is very challenging. The problem 
is complicated by the following factors: (1) The cross-section 
of the main duct changes shape significantly from the inlet to 
the exit (engine face), (2) the branch duct that comes off the 
main duct must be properly meshed, and (3) there is a torque 
shaft present near the end of the main duct that starts at the 
engine face and leaves through the lower surface inside the 
duct (Fig. 1). 

A generalized grid generation program was developed for 
the purpose of creating 3-D grids for such branched ducts 
having obstacles embedded within the domain. The approach 
adopted was to generate a series of 2-D grids, one for each 
cross-section and then stack all these grids together to form 

Y 
X 

Z 
Fig. 3 Grid model of the inlet duct with the branch and torque shaft 

the 3-D grid. Each cross-section is bounded by a closed curve 
on which four fictitious corner points were specified, thus 
identifying a top, bottom, left, and right boundary on the 
curve. This "fictitious corner point approach" (Knight, 1982) 
maps the physical domain into a simply connected rectangular 
domain in the transformed space in which the governing equa
tions are solved. A 2-D body-fitted mesh was then generated 
for each cross-section using an elliptic equation technique 
(Thompson et al., 1985). The code has the capability of mesh
ing a grid around an obstacle that may be present in each cross-
section. 

The grid for the branch is next generated by specifying the 
grid point location on the surface of the main duct where the 
branch originates. The procedure for generating the 3-D branch 
duct grid by specifying a series of 2-D cross-sections is the 
same as that used for the main duct but with one difference. 
The coordinates for the first two planes are extracted from the 
main duct, i.e., the first plane comes from one row of cells 
inside a portion of the top surface of the main duct and the 
second plane comes from the top surface itself. This is in 
keeping with the multiple block grid calculation method out
lined earlier. Figure 3 shows the completed 3-D grid. The 
branch may be seen coming off the top of the main duct and 
a portion of the torque shaft coming off the bottom surface 
of the main duct is visible. This torque shaft goes all the way 
to the engine face where it comes out along the center. This 
procedure is an extension of the procedure reported in (Miller 
et al., 1991) for a single duct with no internal objects. 

Generation of the grid in cross-sections containing the torque 
shaft was performed using two approaches. In the first ap
proach, henceforth referred to as Method 1, the torque shaft 
is treated as an obstacle in the cross-section, and the grid is 
meshed around it. Fig. 4(a) shows the grids in a typical cross 
section. This is the most obvious grid one would generate for 
this application. The "corner point" locations are ABCD and 
are maintained to be in the same location in each cross section. 
A projected view of the grid in the vertical midplane is shown 
in Fig. 4(b). The grid is fairly orthogonal in each cross section. 
As seen in Fig. 4(b), within the computational domain, the 
torque shaft starts from the lower boundary and leaves the 
exit boundary along the center. It is treated by using a stair
stepping procedure in the transformed space. The grid, to
gether with the shaft, is then mapped back into the physical 
space. The surface of the shaft in reality is stepped but the 
grid is so fine that the stepping is gradual and is not visible in 
Fig. 4(b). This grid had 56 x 31 x 31 points in the main duct 
and 23 x 29 x 31 points in the branch duct, for a total of 
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Fig. 4(a) Grid in a typical cross section through the torque (Method 1) 

Fig. 4(b) Projected view of the grid in a vertical midplane (Method 1) 

74,493 points. Some numerical experiments were performed 
to study the effect of grid size on the solution but will be 
described in a later section. 

In the second approach which will be referred to as Method 
2, the torque shaft is not treated as an obstacle but rather as 
a part of the lower boundary as shown in Fig. 5. The corner 
point locations are shown as ABCD. In this method, the corner 
point locations are successively moved with care from the ear
lier cross-sections and through the torque shaft in such a way 
as to properly accommodate the shaft. This grid conforms 
better to the shape of the torque shaft and has points more 
closely packed near the walls, which gave a better solution as 
will be seen later. It also does not have any wasted cells in the 
shaft (unlike Method 1); however, it is significantly more non-
orthogonal. This grid has 31 x 21 x21 points in the main 
duct and 9 x 18 x 21 points in the branch, for a total of 
17,073 points. The approximate value of the nondimensional 
distance y+ at the near wall point is 1000 and was regarded 
as being sufficient for the turbulence model. 

Numerical Solutions. Numerical solutions were obtained 
using grids created both by Method 1 and Method 2 and will 
now be presented. To debug the code, solutions were initially 
obtained on a coarse grid. Subsequently all of the fine grid 
solutions (on the grids described in the previous section) were 
obtained on a Cray Y-MP. The number of grid points used in 
Method 1 was close to the highest that was affordable within 
the limits of the computing resources. A converged solution 
with the grid of Method 1 required 2.5 hours of Cray time. 
With the grid of Method 2, the time required was about 50 
minutes. With the Method 2 grid, the code was run for 95 
overall cycles. In each cycle, 20 iterations were performed in 
the main duct and 10 iterations in the branch duct. The total 
pressure recovery factor was calculated for the main duct at 
the end of each cycle. Calculations were stopped when the 
change in this parameter was 0.040 percent per cycle. The 
residues in the continuity equation were also observed, to have 
decreased by about three orders of magnitude at this stage. 

The Mach number of the air entering at the inlet was 0.22 
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Fig. 5 Grid in a typical cross section through the torque shaft (Method 
2) 

Contour interva] = 0.018 

Fig. 6 Contours of nondimensional pressure (p/pi„let) in the vertical 
midplane (Method 1) 

and was not found to change much until the torque shaft was 
reached. The flow was found to accelerate significantly around 
the torque shaft to a peak Mach number of 0.54 at the duct 
exit. The majority of the pressure drop was found to occur in 
the region around the shaft. Experimental test data was also 
obtained under the same conditions. These measurements in
dicated that 14.3 percent of the incoming flow escaped through 
the branch while the rest passed into the engine face. These 
data were used as the outlet boundary condition for both 
branches in the numerical calculations. Initially, solutions were 
obtained using Method 1. However, the total pressure recovery 
factor obtained with this grid was found to be below the meas
urements. This is the motivation for attemping to create a 
mesh using Method 2. Recognizing the fact that the wall bound
ary layer near the exit of the duct is very thin, it was felt that 
the grid needed to be greatly refined near the walls to enable 
a better prediction of the recovery. The grid generated using 
Method 2 has points clustered close to all walls and conforms 
better to the shape of the torque shaft. Wall functions were 
used near the wall in the turbulence model, which obviates the 
need for having extremely fine grids adjacent to the wall. With 
this grid, the computed pressure recovery factor greatly im
proved. However, to prevent the solution from diverging with 
this mesh, the under-relaxation factors for all the equations 
had to be decreased. This is because of the nonorthogonality 
of this mesh and the fact that a large number of cells around 
the shaft are significantly skewed. As a result, this solution 
required far more iterations to converge which is consistent 
with the findings reported in (Braaten and Shyy, 1986) where 
it was observed that mesh skewness is crucial in determining 
the convergence rate. Thus, in order to obtain a more accurate 
prediction of the pressure field and the wall shear stresses, a 
second type of grid had to be regenerated even though the 
solution with this grid was found to converge with difficulty. 
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Fig. 7 Projected view of the velocity vectors in a vertical plane through 
the fluid near the front wall of the duct 

Interface lines 

Contour interval = 0.018 

Fig. 8 Contours of nondimensional pressure (p/pmiei) in the vertical 
midplane (Method 2) 

Figure 6 shows the pressure distribution in a vertical mid-
plane through the duct obtained using Method 1. The conti
nuity of contours across the interface indicates that a coupled 
solution has been obtained. From the contour lines, it is evident 
that the pressure is fairly uniform within most of the main 
duct and the branch, but it falls rapidly in the last part of the 
main duct around the torque shaft where the flow accelerates. 
Figure 7 shows the projected velocity vectors in a vertical plane 
close to the front wall. The flow may be seen to practically 
conform to the shape of the main duct and it accelerates near 
the torque shaft. There is a marked zone of separation in the 
upper part of the branch duct. This part of the duct has been 
magnified in order to see the velocity vectors more closely. 
Similar velocity vector plots in other planes in the depth di
rection indicated that the flow also separates near the lower 
wall of the main duct close to the exit. 

Figure 8 shows the pressure contours in a vertical midplane 
obtained using the grid from Method 2. Again, the continuous 
pressure distribution across the interface shows that a coupled 

Fig. 9 Contours of nondimensional axial velocity (u/umax) at the engine 
face 

185 190 195 200 205 210 215 220 225 230 235 240 245 250 255 

Streamwise Engine Station (Inches) 

Fig. 10 Experimentally observed regions of separated flow 

converged solution has been obtained. These contours also 
indicate that the pressure falls rapidly near the exit of the duct. 

It is important for designers to know the distribution of 
streamwise velocity at the engine face. A more uniform velocity 
distribution ensures a more uniform flow through the engine. 
It is of interest to determine whether the branch which draws 
some of the incoming air has any effect on the velocity field 
at the exit. Figure 9 shows the contours of axial velocity at the 
engine face. The velocity distribution is more uniform with a 
very thin boundary layer in the upper half. The boundary layer 
is thicker, and the velocity field is lower below the torque 
shaft. 

Comparison With Experiments. The experimental tests 
were conducted on a full-scale fiberglass model of the ge
ometry. This work was performed by personnel at GE Aircraft 
Engines in a suction facility with ambient inlet conditions. 
Airflow was measured by orifices in the facility piping. Meas
urements also included engine inlet pressure recovery, engine 

• inlet distortion, and bypass flow pressure recovery. Both the 
main and bypass duct walls were instrumented with static pres
sure taps. Small plexiglass windows were built into the model 
in the regions of the engine inlet and bypass juncture for flow 
visualization tests. An oil-chalk mixture was used as the me
dium for observing the possibility of separation. 

Figure 10 shows the experimentally observed zones of flow 
separation which must be compared with Fig. 7 on which the 
numerically observed zone is marked. The agreement may be 
observed to be qualitatively good. The flow separates in the 
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• Component test 

A Numerical 
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Fig. 11 Lower wall static pressure distribution 

Table 1 Recovery factors: measured and calculated 

Component test 
Calculated (grid 1) 
Calculated (grid 2) 

*texit' * oo 

0.9949 
0.9735 
0.9893 

top of the branch just past the interface region, and reattaches 
further downstream. Although not seen in Fig. 7, in other 
sectional views just behind the shaft, the flow was also observed 
to separate in the lower part of the main duct near the exit. 

Figure 11 compares the static pressure distribution along the 
lower wall. The squares indicate the component test, and the 
triangles indicate the numerically computed values. The agree
ment may be seen to be quite good. 

The purpose of having a bypass duct is to divert debris that 
enters the inlet away from the engine. But, at the same time, 
it is important to ensure that there is little or no compromise 
on duct performance. Table 1 shows the values of the total 
pressure recovery factor (ratio of mass averaged total pressure 
at the duct exit to that at the inlet) as measured and those 
obtained from the numerical solutions. The recovery calculated 
using Method 2 is seen to be better than that obtained using 
Method 1 despite the fact that the grid used in Method 2 has 
less than a quarter of the total number of grid points. As 
mentioned earlier, Method 2 uses a more efficient grid and is 
finer near the walls than Method 1, which results in a better 
prediction of the recovery. It is interesting to observe that in 
spite of the presence of the shaft in the duct and its odd shape, 
the duct is extremely efficient in terms of recovery performance 
and is a fact that has been predicted by the numerical com
putations. 

It is appropriate to make a comment at this stage about the 
effect of grid size on the solution. Initially, a coarse grid having 
a total of 6720 points was generated using Method 1. The 
computed total pressure recovery factor with this grid was 
0.9550. Subsequently, the finer grid mentioned earlier and 
having 74,493 points was generated. Table 1 indicates the re
covery factor with this grid to be 0.9735. The trend with grid 
refinement was definitely seen to be in the direction of im
proved recovery. Since the grid using Method 2 with a total 
of 17,073 points gave a recovery factor of 0.9893 that is very 
close to the measurements, it was felt that further refinement 
of this grid was not required. 

The size of the debris and its entry location at the inlet 
determine whether or not they will make their way into the 
engine itself. Figure 12 shows the trajectories of particles of 
seven different sizes entering approximately at the center of 
the inlet. The particles are assumed to be spherical in shape 

Particle sizes 
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Fig. 12 Trajectories of particles of different sizes that start at the center 
of the Inlet (2-D projection) 

in this analysis. For the purpose of this trajectory analysis, the 
debris was considered to be a bird and therefore having the 
same density as that of water. The gaseous phase is, of course, 
air. The full three-dimensional trajectories of the particles are 
actually obtained. However, Fig. 12 shows a 2-D projection 
of these trajectories. In this case, particles of size smaller than 
30 microns essentially follow the fluid streamline and pass 
through the engine face. However, particles that are larger 
have trajectories that remain almost unaffected by the flow 
field and enter the branch duct. Most debris such as birds and 
stones are likely to fall in the latter category. 

4 Conclusions 
It has been demonstrated that the flow field in complex 

nonaxisymmetric branched turboprop inlet ducts of the type 
analyzed in this paper can be calculated successfully using the 
multiple block grid viscous flow analysis code developed. A 
body-fitted grid for this complex geometry was generated and 
a coupled block grid solution of the flow was obtained. The 
predicted flow solutions compared very well to the test data. 
The total pressure recovery factor, which is a quantity of in
terest to designers of such ducts, has been calculated to agree 
well with the measurements within the limits of the grid res
olution. It was shown that with a refined grid, the calculated 
value was in closer agreement with the measurement. The com
puted flow field indicated areas of flow separation that agreed 
with the observations. The code provided the distribution of 
the flow at the engine face, something that is of great value 
to designers. The trajectory analysis provided information con
cerning the path of various debris entering the duct. 
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Effect of Density, Size 
Distribution, and Concentration of 
Solid on the Characteristics of 
Centrifugal Pumps 
Experimental data on the performance of the centrifugal pumps pumping mixtures 
of solids and water have been presented. The solids used were coal of density 1480 
kg/m3 and zinc tailings of density 2850 kg/m3. Maximum size of particles was 
approximately 3 mm. Tests have been conducted with a rubber lined impeller pump 
and a metal impeller pump. Effects of solid properties (viz: density, size, and size 
distribution as well as concentration of solids) on the performance of the pumps 
have been studied. The measured performance of pumps is compared with the 
predictions based on the correlations available in literature and a modified empirical 
relationship has been proposed for the prediction of the pump performance with 
slurries. 

Introduction 
Centrifugal pumps, because of their inherent advantages of 

high and consistent flow rate, low cost, and ease of mainte
nance and better operational stability are being increasingly 
used for pumping slurries in the pipeline transportation sys
tems. In short distance, in plant, slurry pipe lines where the 
head requirements are normally low, centrifugal pumps are 
best suited. The selection of pumps for any pipeline trans
portation system depends mainly on the past experience and/ 
or based on the performance of the pump with clear water. 
Many researchers have shown that the performance of cen
trifugal pumps with slurries will be different from that with 
clear water. The performance of the pump will improve or 
deteriorate depending upon whether the slurry behaves as New
tonian fluid or Bingham fluid. The general conclusions drawn 
by most investigators are that the head developed and efficiency 
of the pump decrease whereas the input power increases when 
mixtures of solid (heavier than water) and water being pumped. 
The variables which affect the pump performance are the con
centration of solids in the mixture, the physical properties of 
solid like its density, shape, size and size distribution of par
ticles, size of pumps, and the flow inside the pump. Several 
investigators have attempted to correlate their experimental 
data of pump tests to some of these variables and have pre
sented correlations for estimating the pump performance with 
slurries from its performance with water. 

Fairbank (1942) has given a theoretical method of computing 
the head developed by slurry pumps. The velocities of water 
and solid particles at the exit of the impeller are first computed 
and are then used to calculate the head developed for slurry. 
Vocadlo et al. (1974), in their theoretical analysis have assumed 
that the head loss due to solid particles is mainly due to in-
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teraction among the solid particles and between solid and liquid 
as well as due to the energy spent in maintaining the solids in 
suspension. Burgess and Riezes (1976), Cave (1976), Sellgren 
(1979), and McElvain (1974) have also presented correlations 
for calculating the head reduction factor. It is generally ac
cepted that the efficiency reduction of the pump is in the same 
ratio as the head reduction. Comparison of these relationships 
with the experimental results made by (Holzenberger, 1980, 
and Mez, 1984) have shown that the correlations are much in 
error and are far from satisfactory for different types of slur
ries. 

In the present paper, the effect of slurry properties on the 
hydraulic characteristics of centrifugal pumps has been dis
cussed. Two different types of pumps namely a rubber lined 
and a metal impeller pump were used in the investigation. These 
pumps were tested with slurries of two different materials 
namely zinc tailings and coal. Measurements have been made 
over a wide range of solid concentrations. The head, discharge, 
and input power to the pump have been measured at varying 
conditions of operation and the head reduction factors are 
calculated. A correlation for predicting head reduction factor 
is proposed, which accounts for specific gravity, concentration, 
and size distribution of particles. 

Experimental Setup 
The schematic diagram of the experimental setup used is 

shown in Fig. 1. The test rig consists of a 50 mm diameter 
open circuit pipe test loop. The slurry was prepared in a hopper 
shaped mixing tank by mixing the required quantities of water 
and solids. The slurry preparation tank is provided with a 
stirrer so that mixture could be kept well mixed with the solids 
in suspension. The flow rate could be varied over a wide range 
by suitably operating the plug valve provided near the delivery 
end of the pump. The slurry flowing out of the delivery line 
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Table 1 Specification of the pumps used in the investigation 

Specification 

© 

Fig. 1 Schematic diagram of experimental setup 

can be either made to flow back into the mixing tank or to a 
measuring tank by means of a quick action diverter mechanism. 
A stirrer is also provided in the measuring tank to facilitate 
proper mixing of solids and preventing them from settling 
down. The flow rate could be ascertained by measuring the 
rise in the level of slurry in the measuring tank to an accuracy 
of ± 1 mm over a known interval of time. The return line 
from the measuring tank enables the emptying of the tank after 
flow measurements. A precalibrated venturimeter is also pro
vided in the delivery line for quick and continuous monitoring 
of the flow rate. The suction and delivery heads are measured 
using Bourdon tube type pressure gauges within an accuracy 
of ± 0.025 kg/cm2. The calibration of these gauges was pe
riodically checked using a dead-weight tester. Separation 
chambers using clear water as the separating liquid are used 
to connect the pressure gauges to the pipe line in order to 
prevent chocking of gauges. The position of the gauges was 
as per the relevant I. S. Code (1977). A sampling tube with a 
valve is provided in the delivery pipe which facilitated the 
collection of slurry sample flowing through the pipe for de
termination of various slurry properties. 

The pump is directly coupled to a 22 kw, 415V, 40A, a-c 
motor. A torque transducer (model: TT2-4-cc, M/s Experi
mental & Electronic Ltd., U. K.) is connected between the 
shafts of the motor and the pump. It measures the pump speed, 
torque transmitted to the pump shaft, and the input power to 
the pump within an accuracy of ± 0.2 KW. The input voltage 
to the motor is controlled by a three-phase voltage regulator. 
The input power to the pump is also determined by measuring 
the input power to the motor, by two wattmeter method within 
an error limit of 25-watts, and using its efficiency character
istics. Pump speed is also measured using an optical type digital 
electronic tachometer. The supply voltage, current, and line 
frequency were measured by voltmeter, ameter, and frequency 
meter, respectively. The calibration of the meters was checked 
before and after each set of runs. 

Rubber lined 
Vacseal pump 

Ni-hard casing 
metal pump 

Suction flange size (mm) 
Delivery flange size (mm) 
Impeller diameter (mm) 
Type of Impeller 
Num. of blades 
Specific speed (metric) 
Rated speed (rpm) 
Design Head (m) • 
Design Discharge (1/s) 

65 
50 
280 

Semi-open 
3 
66 
1400 
20.0 
14.0 

100 
50 
270 

Closed 
5 
89 
1450 
16.0 
12.5 

Table 2 Properties of the materials used 

Property Zinc Tailings Coal 
Specific gravity (S) 2.85 1.48 
Max. particle size (mm) 1.0 3.0 
Particles weighted mean diameter (dw) (mm) 0.1704 0.90 
Max. static settled concentration by weight 72.6% 60% 

The various physical properties of the two materials used are 
given in Table 2. 

Test Procedure and Measurements 
After the completion of the pump test with clear water, 

precalculated amount of solid material for a solids concentra
tion was slowly added to water in the mixing tank with the 
stirrer in operation. The slurry was kept in circulation for 
approximately 15 minutes for thorough mixing before starting 
any measurements and then the concentration of solids in the 
slurry was checked. The input voltage to motor was adjusted 
to the rated voltage and the delivery valve is adjusted to the 
required position. Input voltage, current, and power to motor 
were measured. The pump speed, torque, and power to pump 
were noted from the Torque Transducer. Suction and delivery 
gauge and venturimeter readings were taken. Volumetric meas
urements of flow rate were made by diverting the flow into 
the measuring tank by quick action divertor for a known length 
of time and measuring the raise in the height. The temperature 
and density of the slurry were obtained from a slurry sample 
collected from sampling tube. Four samples were taken during 
each measurement. The average of these is taken as the con
centration of solids. The absolute errors in the individual meas
urements of concentration were less than ± 2 percent. The 
efflux sample was dried in an oven and was analyzed for 
determination of the specific gravity and particle size distri
bution of solids as per the standard procedure. The measure
ments were repeated for various settings of the delivery valve 
to cover the entire range of operation of the pump. The range 
of concentration of solids tested is 0-57 percent by weight. 
Measurements of pump characteristics with clear water were 
performed both before and immediately after the set of meas
urements with a slurry of any given material. 

Types of Pumps 
Two types of pumps namely (i) rubber lined semiopen im

peller pump (VAC-SEAL M/s International Combustion Ltd.) 
and (ii) Ni-hard casing closed impeller metal pump (WILFLEY, 
M/s Hindustan Dorr-Oliver Ltd.) were used in the investiga
tion. The specifications of the two pumps are given in Table 
1. 

Properties of the Solid Materials 
The following two materials were used in the investigations: 
(/) Coal sample obtained from a steel plant 
(ii) Tailing materials from a zinc plant 

Test Results 
As the rotational speed of the pump varied between 1440 to 

1500 rpm during the various test runs, the test data of head, 
•discharge, and input power were transferred to a single speed 
of 1450 rpm using the affinity.laws for the pumps. Stepnoff 
(1965) and Cave (1976) have confirmed that the affinity laws 
of pumps for water are also valid for slurry pumps. Head, 
efficiency, and input power to pump were plotted against dis
charge both for water and slurries of different concentrations. 
It was observed that the head and efficiency of the pump 
decreased while the input power to pump increased with in
crease in concentration of solids. The variation of the average 
values of the head ratio (HR) and efficiency ratio (r]R) at 
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Fig. 2 Variation of head and efficiency ratios with concentration 

different concentration of solids shows that both HR and i]R 

vary linearly with concentration of solids up to a value of 25 
percent by volume. At higher concentrations, head ratio 
dropped more rapidly than predicted by linear relationship. 
The phenomenon is illustrated in Fig. 2 and Fig. 3. The vertical 
bands shown in these figures represent the range in the meas
ured value of HR at various discharges for a particular con
centration. The data points represent the mean of such values. 
Stepnoff (1965) and Vocadlo et al. (1974) have concluded that 
as the ratio of BHP for slurry and water at the same flow rate 
varies as the density of slurry, the efficiency ratio of the pump 
should be equal to its head ratio. Sellgren (1979) have found 
that 7\R is equivalent to HR up to volumetric concentration of 
20-25 percent. Figure 2 and Fig. 3, which show the variation 
of HR and r\R with solid concentration for metal pump for the 
two materials tested show that T)R is higher than HR by ap
proximately 2 to 9 percent. 

The head reduction factor (K) defined as K =(1 -HR) was 
calculated from the measurements. Measured head reduction 
factor (K),„ was compared with the predicted values. None of 
the correlations gave satisfactory agreement with the measured 
values for both materials and pumps. A typical comparison 
of the predicted head reduction factor with the measured head 
reduction factor is illustrated in Fig. 4. The predicted values 
are lower by 35 to 65 percent. The larger deviations in the 
predicted results for the coal slurry could be attributed to the 
following causes: 

(a) The correlation used was based on test data for heavier 
solids. 

(b) Improper accounting for the sp. gravity of solids and 
(c) Use of d50 as the representative size for solids having 

a broader range of size distribution. 
The test results were further analyzed to identify the effect of 
solids concentration, sp. gravity, size and size distribution of 
solids on the head reduction factor. 

Effect of Concentration of Solids: From Fig. 2 and Fig. 
3 it is clear that the head ratio varies approximately in a linear 
fashion with concentration of solids except at very high con
centrations. Hence we can write 

KocCu (1) 

Effect of Specific Gravity of Solids. As the particle size 
distribution of the two materials tested differed considerably, 
no comparison of results could be made to find the effect of 
specific gravity on the head ratio. As the velocity of solid 
particles plays a major role in head reduction, the effect of 
sp. gravity could be better accounted either by the particle 
Reynolds number or by the terminal settling velocity of par
ticles. Cave (1976) has concluded in his analysis of data that 
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Fig. 3 Variation of head and efficiency ratios with concentration 

K varies as (S-l). This corresponds to Stokes flow where the 
terminal settling velocity also varies as (S-l) for particle Reyn
olds number less than 1. Vocadlo et al. (1974) have shown that 
the particle Reynolds numbers within the impeller for most of 
the slurry pumps lie in the transition regime ( l<Re<1000) 
where the terminal settling velocity varies as (S-l)0'72 according 
to Allen's law (Gahlot, 1987). Thus it is reasonable to conclude 
that K varies as (S-l)0'72 for the present slurries. This is sup
ported by the results of Sellgren (1979) who has found that K 
varies as (S-l)0'7. 

Effect of Particle Size Distribution. Effect of particle size 
is given in terms of the diameter of particles. For a narrow 
range particle size distribution, rf50 (screen diameter through 
which 50 percent solids passed) may be chosen as the repre
sentative diameter of particles. However, for broad size dis
tribution, weighted mean diameter of particles would be a 
better choice. A proportionate weightage is given to different 
sizes. 

Effect of Particle Size. To determine the effect of particle 
size on head reduction factor, the head ratio for a slurry of 
25 percent concentration by volume was obtained. If K' is the 
value of K at 25 percent concentration by volume, then the 
ratio of K' for two different solids can be written as 

(S,-l)° 
(S2- l)u '2 

In order to eliminate the effect of sp. gravity, the measured 
values olK' are converted to an imaginary solids of sp. gravity 
3. The modified head reduction factor [^'(3)] is calculated as 

K' (S-l)1 

0772" or K' (3) = 
(2)0J2K' 

(2) 
K'(3) ( 3 - l ) u / 2 v - / (S-l)' 

These values of K'(3) from the present investigation as well 
as for some other materials obtained from published literature 
are plotted as against weighted mean diameter (dw) in Fig. 5. 

A straight line could be fitted to these points. The equation 
of the line can be written as 

A"(3) = 0.092 1oge(50tf,„) 

Substituting for ^ ' (3 ) in Eq. (2) and solving for K' we get 

K' = 0.056(S - l)0-72loge(5(Ww) (3) 

Combining Eq. (1) and Eq. (3), a general expression for effect 
of solids concentration, sp. gravity, size and size distribution 
can be written as 

AT=0.00056(S-1)° l+-)CJoge(50dw) (4) 

The predicted head reduction factors obtained using above 
equation have been compared with measured values Fig. 6. It 
is seen that the data points are equally distributed on both 
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sides of the ideal line and the deviations are in the range - 15 
to +20 percent. This is a significant improvement over the 
existing correlations. 

Concluding Remarks 
On the basis of the present investigation and the analysis of 

data available in literature, we can conclude that Eq. (4) can 
be used for prediction of the centrifugal pump performance 
while handling slurries. It is to be noted that this equation is 
similar in form to that proposed by Cave (1976). The difference 
is in the magnitude of the exponent of the term (S-l) which 
accounts for the effect of specific gravity of solid. Secondly, 
d„ has been used as representative particle size as compared 
to d50. The modified equation has given more accurate pre
dicting particularly for slurries with solids having a wide par
ticle size distribution. However, more detailed experiments 
with different solid materials are in order before firm conclu
sions can be drawn. Wear characteristics of the pump have 
not been included in the present investigation. 
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Quantitatiwe Visualization of the 
Flow Within the Volute of a 
Centrifugal Pump* Part A: 
Technique 
This paper describes a series of quantitative flow visualization experiments within 
the volute of a centrifugal pump by implementing the "Particle Displacement Ve-
locimetry" method (PDV or PIV). Part A focuses on the measurement procedures 
and includes an uncertainty analysis. This technique involves illuminating sections 
of a flow field with pulsed laser sheets while seeding the water with microscopic, 
neutrally buoyant particles containing imbedded fluorescent dye. By pulsing the 
laser more than once while recording a single photograph each particle leaves multiple 
traces on the same film. The analysis procedures consist of dividing the image to a 
large number of small sections (windows) and computing of the mean shift of all 
particles within each window. This shift is determined by computing the auto
correlation function of the image within the window. Digital image processing and 
specially written software are being utilized while analyzing the data. It is demon
strated that by controlling the magnification and particle concentration, the relative 
error can be maintained at about 1 percent. A sample analyzed image is presented. 
The rest of the data are included in Part B. 

I Introduction 
"Particle Displacement Velocimetry" (PDV or PIV) is a 

quantitative, two dimensional flow visualization technique that 
enables mapping of the instantaneous velocity distribution 
within sections of a flow field. Developmental stages of this 
method are summarized in several recent review papers (Ad
rian, 1986a, 1989, 1991 and Willert and Gharib, 1991). In 
principle PDV consists of illuminating a desired section of the 
flow field with a laser sheet while seeding the water with mi
croscopic tracer particles. When the laser is pulsed more than 
once while recording a single photographic frame each particle 
leaves multiple traces on the same recording medium. Two 
distinct approaches have been utilized for determining the ve
locity distribution form the particle traces. The first method 
is based on matching between traces of the very same particle 
and measuring the distance between them (Shekarriz et al., 
1991 and Gharib, M., Willert, 1989). The second method is 
based on dividing the image to small windows and finding the 
mean shift of all the particles within each window. Two dif
ferent approaches have been developed for this purpose. The 
first method involves computation of the auto-correlation of 
the intensity distribution within the selected sample window 
(will be defined as "auto-correlation" method). This approach 
has been adopted to the present study, and will be discussed 
in detail later. The second method is usually referred to as 
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"Particle Speckle Velocimetry" (Adrian, 1989). In the present 
paper we'll focus on the flow structure within the volute of a 
centrifugal pump. Since this is the first of a series of publi
cations involving the implementing of PIV to the study of 
pump flows, the experimental setup, analysis procedures, ac
curacy, and the uncertainty receive substantial attention. 

Optical Setup 
A schematic illustration of the optical setup in the pump 

facility is presented in Fig. 1. The laser beam is expanded to 
a 1 mm thick light sheet by a combination of cylindrical and 
spherical lenses. This sheet illuminates any desired section of 

SPHERICAL LENS 

beam reducer(needed 
only with the copper 
vapor laser) 

COPPER VAPOR or 
Nd Yag LASER 

Fig. 1 A schematic description of the optical setup in the pump facility 
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Seed Particles
Since PDV consists of measuring the motion of microscopic

particles within a flow field, these particles should follow the
fluid without significant slip. Ideally this requirement means
that the particles should be neutrally buoyant and as small as
possible, preferably much less than the typical Kolmogorov
scale. However, the smaller the particles are, the harder it is
to detect them clearly. Based on discussions by Agui and Ji
menez (1987) the slip velocity of a particle can be estimated
as:

the volute through the transparent perimeter. Illumination from
the bottom in order to study normal places is also possible.
The image is recorded by a camera located below the pump.
Two types of laser have been used. The first is the continuously
pulsed copper vapor laser (511 and 578nm are the primary
wavelengths), and the second is a frequency doubled Nd-Yag
laser (532 nm). Most of the experiments were performed with
a Nd-Yag laser. It can generate up to three pulses within less
than 500 IJosec, the minimum delay being 1 IJosec. The intensity
of each pulse can be modulated independently which enables
identification of the order at which the laser is fired. Three
laser pulses were used for recording a single image. The delay
between them was kept at 160 IJos.

Since the instantaneous flow field within the volute depends
on the exact location of impeller blades, the timing of each
laser pulse is synchronized with the impeller. A perforated
plate and an encoder, consisting of a LED and a photo-diode,
were installed on the pump shaft for this purpose. Its output
was fed to the control system that provided signal to each of
the components involved with the PDV system. An internal
clock enabled precise (up to I IJos) control of the delay between
the encoder signal and the laser pulses.

where fj,u and fj,p are the velocity and density differences,
respectively; d is the particle diameter, v is the viscosity, and
f the typical eddy frequency. For a particle diameter of 301Jo,
frequency of 100 Hz (approximately the blade rate Frequency)
and density difference in the order of 5 percent, the velocity
difference is less than 0.5 percent. Adrian (1991) approximated
the slip velocity of particles by equating their inertia to the
drag force while neglecting the effects of pressure gradients
and virtual mass. Conclusions from his analysis are not sig
nificantly different from results obtained by using Eq. (1).

Based on this analysis the diameter of a tracer particle should
be kept below 301Jo and its density should not differ by more
than about 5 percent from water. Due to their size and the
characteristic speed in the pump facility the intensity of light
reflected from such particles is quite low and hard to record
(see Adrian, 1991 for a complete analysis). Consequently, we
developed procedures for manufacturing particles containing
imbedded fluorescent dyes that respond efficiently to green
lasers. The specific gravity of these particles varies between
about 0.95 to 1.05. We have recently filed for a patent on the
production techniques as well as the chemistry of these particles
(more information will be provided when these procedures are
completed). Because of their size these tracers are practically

(b)

invisible in most of the flow field, but they can be easily
detected within the light sheet (see Fig. 2). The entire pump
facility was flooded with these particles in order to generate a
uniform dense distribution. As will be discussed later their
density affects the accuracy of the results.

(a)

Analysis Procedures
The analysis procedure selected for the present study (auto

correlation methods) requires high resolution images and as a
result the original photographs are always recorded on film.
The negatives are illuminated from behind and examined by
a video camera equipped with a microscopic objective. A sam
ple triple exposure original image and a typical video frame
are presented in Figs. 2(a) and (b), respectively. Typically the
video camera covers an area of 5 x 5 mm, which means that
a 35 mm negative is converted to 35 video frames (7 rows and
5 columns). Each frame is digitized to an 8 bit 512 x 512 pixels
array, filtered and enhanced (if necessary). Consequently a
single negative is converted to about 3500 x 2500 pixels. As
will be discussed shortly, this resolution is required in order

Fig. 2 (a) Original triple exposure image of particle traces; (b) a video
frame of a magnified section

(1)(
fj,u) 2 "" (fj,p) 2 d2f

U p lOv

Nomenclature ------------------- _

D(m, n)
d

F(i, J)

f

u

auto-correlation function
particle diameter
Gray level of a pixel
typical fluctuation fre
quency
velocity

u', v'

u, v

deviations from the mean
velocity
phase averaged velocity
components
slip velocity of particles
impeller tip speed

Lix, fj,y horizontal and vertical
dimensions of a cell

p liquid density
fj,p density difference be-

tween particle and liquid
v - liquid kinematic viscosity

~ (i, J) vorticity
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Fig. 3 Auto-correlation of the image enclosed within the window out
lined in the middle of Fig. 2(b) 

Fig. 4 A computer generated pair of squares simulating a displaced 
particle and its computed auto-correlation 

to keep the error in velocity measurements at about 1 percent 
and still generate at least 1000 velocity vectors per image. This 
resolution is beyond the capability of any video camera (typical 
resolution of 500 x 500 lines), but is within the limits of a 
typical 35 mm film (100 lines/mm). In the present setup a PC 
contains the image digitizer and the controller for the motor
ized drive of the video camera. The digitized images are shipped 
from the PC to a SUN SPARC Station 1 which is used for 
most of the computations. 

The auto-correlation method is particularly suitable but not 
limited to particle densities ranging between 1000 and up to 
about 10,000 per image. It consists of dividing the image to a 
large number of small sections, each with a typical size of 1 x 1 
mm, (can be easily changed) and determining the average dis
placement of all particles within each section. This mean dis
placement is determined by computing the auto-correlation 
function of the intensity distribution, D(m, n), defined as: 

D(m,n)= 2 2 F(j,k)F(j-m, k-n) (2) 
J k 

where F(j, k) is the "gray level" of a pixel located at (J, k). 
When the image is digitized to an eight bit array, the values 
of F(J, k) vary between 0 (black) and 255 (white). Since we 
actually analyze a negative (not a necessity), the brighter the 

Fig. 5 Computer generated pairs of squares simulating double expo
sure particle traces and their computed auto-correlation 

particle is, the darker is its gray level. The result of an auto
correlation analysis to the window marked in Fig. 2(b) is pre
sented in Fig. 3. Three distinct peaks are clearly evident in this 
3-D plot. The middle and largest peak corresponds to m = n = 0. 
The other two are located symmetrically on both size of the 
center, and their location indicates both the mean distance 
between particle traces and the angular orientation of the ve
locity. In order to illustrate this point, let's look at the auto
correlation of a computer generated image of two squares 
shown in Fig. 4. The result is different than zero, either when 
m = n = 0 providing the value of the intensity squared (multi
plying two identical images), or when n and m are equal in 
magnitude to the horizontal and vertical distances between the 
two dots, respectively. For any other value of n and m, the 
product F(J, k)F(j~m, k-ri) is equal to zero, since at least 
one of the intensities is zero. The location of the peaks then 
indicates the distance between the two squares. If the sample 
area contains more than a single pair of squares (Fig. 5), there 
is some matching between traces of different particles, but 
distinct peaks still appear when several traces match at the 
same time. The same principle can be implemented while ana
lyzing the motion of a multiple exposure image (Fig. 2). Note 
that m and n are integers and as a result only discrete values 
of D(m, ri) are computed. One can then interpolate between 
these values and obtain a better estimate for the location of 
the correlation maxima at sub-pixel levels. This procedure was 
used on the image presented in Fig. 2(a) and the results are 
presented in Fig. 6. Further information associated with this 
vector map will be provided following a discussion on the 
accuracy of these results. 

It is quite tempting to perform the analysis in the frequency 
domain by computing the Fourier transform of the original 
image either numerically (by using FFT) or optically (essentially 
the speckle velocimetry method). However, the process can be 
simplified in flow fields that do not involve substantial dif
ferences in the magnitude and direction of the velocity in neigh
boring windows (can be insured by appropriate selection of 
window sizes and spacing). Instead of repeating the entire 
analysis one can start by "guessing" the location of auto
correlation peaks by assuming that velocities in neighboring 
windows are identical. Then, the values of D(m, n) are com
puted around that value only until a peak (maximum) is clearly 
identified. Some additional neighboring values are also com
puted to insure that it is the only peak and for better inter
polation between discrete values. Our experience indicates that 
for most cases the peaks in neighboring windows are located 
within 5 pixels of each other. Thus, instead of computing 
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Fig. 6 Vector map of the velocity distribution computed from the image 
presented in Fig. 2(a) 

64x64 values for D(m,n), one has to compute only 10 X 10 
values. The required computations are reduced by 97.6 percent. 
However, the results must be checked by performing a com
plete analysis every 10-20 windows to prevent from "locking" 
on a secondary peak. 

In general, the auto-correlation method can compute the 
magnitude and angular orientation of the velocity vector but 
cannot identify the direction of flow without additional means. 
The difficulty can be overcome by image shifting (Adrian, 
1989), recording images on different frames (Willert and 
Gharib, 1989) and when the particles reflect light, by modu
lation of the polarization of the illuminating laser (Adrian, 
1989). The latter method is not suitable for fluorescent par
ticles, and the former two are difficult to manage when the 
characteristic velocity is high. As a result we chose to identify 
the direction of flow by intensity modulation, namely by gen
erating laser pulses with varying intensities. Automated tech
niques for detecting the weaker trace will be discussed in future 
papers. This process was unnecessary for the flow within the 
volute since it was unidirectional. 

Uncertainty Analysis 
Obvious potential problems, such as distortions introduced 

by the video camera and the lenses, should be minimized by 
using high quality optics and verified with photographs of 
reference grids. The later were used to confirm that image 
distortion did not seem to play any noticeable role in the quality 
of present data. Additional potential sources of error become 
significant when the number of traces per image is very small. 
For example, when a window contains a pair of traces of one 
particle and a single trace of a second. The auto-correlation 
then contains peaks associated with the appropriate velocity, 
but also peaks associated with the distance between the second 
particle and either trace of the first particle. These difficulties 
can be resolved, either by comparing the result to velocities 
computed in neighboring windows, or by increasing the size 
of the window. 

In order to quantify the overall accuracy of the present 
procedure we performed a series of calibration experi
ments.They consisted of recording an image of a known uni
form flow and analyzing the data following the very same 
procedures used during the present study. We chose the flow 
within the potential core of an axisymmetric jet. Sample results 
are summarized in Fig. 7. It displays the distribution of ve
locities (or averaged distance traveled by particles) computed 
in 169 different windows and that include a fluid supposedly 
moving at the same velocity. Since the turbulence level within 
the potential core is very low (it is injected from a 16:1 con-
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r standard deviation: 0.22 
= average number of particle 
z pair per window." S 
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Fig. 7 Probability histogram of the velocity distribution of a uniform 
flow computed by using the auto-correlation method 

toured nozzle equipped with a honeycomb and screens), namely 
less than 0.1 percent, then variations in the computed velocity 
are directly related to our analysis procedures. As is evident 
from Fig. 1(a), the mean distance between particles is 26.6 
pixels, and the standard deviation is 0.22 pixels. For a con
fidence level of 95 percent the error should then be set at twice 
the standard deviation, namely at 0.44 pixels. Thus, the max
imum expected error in these measurements is in the order of 
1.6 percent. The mean number of particle pairs per window 
in this series of calibration measurements is 8. 

If the magnification of the very same image is reduced such 
that the distance between traces is 15 pixels and the analysis 
is repeated, the absolute error (still defined as 2a) actually 
drops slightly (Fig. 7(e)) to 0.32 pixels. However, the distri
bution already contains a few windows with a larger error. 
This trend is actually a warning that we are getting close to 
the resolution limit the image processing system (traces are too 
small). Consequently, in sections with still sufficiently large 
particle traces the reduction in magnification creates sharper 
images with a lower error. However, a few windows contain 
some digitized particle traces that are already too small to be 
resolved clearly. As we have found, reliable results require 
traces covering about 5 pixels. 

In order to determine the effect of reducing the number of 
particles per image, the size of the window was reduced to 
include less particles without changing the magnification. 
Probability distributions obtained for the same data, but with 
.window sizes reduced to include averages of 4, 2, and 1 particle 
pairs per window are presented in Figs. l(b-d). The respective 
uncertainty levels (with 95 percent confidence) are 0.52 (2 per
cent), 0.9 (3 percent), and 1.5 pixels (5 percent). Thus, the 
accuracy depends strongly on the number of traces per window. 
This trend should be expected since the auto-correlation method 
computes the mean displacement of all the particles within 
each window. When the sample size is increased, the accuracy 
of the result improves. 

There are ways to improve the accuracy of the computed 
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Fig. 8 The data presented in Figure 6 after subtracting the mean ve
locity from each vector 
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Fig. 9 A sample phase averaged velocity distribution at mid sections 
of the volute. Flow rate is 270 gpm. Data is presented as u - Urel. Tip 
speed and U,e( are also shown. 

velocity even when the number of particles per window is low 
and it is impractical to increase the window size. Since the 
intensity distribution within each particle is not uniform (it is 
typically gaussian), one can interpolate between discrete pixels 
values and determine the particle center and its displacement 
at sub-pixel levels. Sridhar et al. (1991) calibrated this pro
cedure for an image consisting of a single particle pair. They 
showed that for trace diameters of 15, 20 and 25 pixels, the 
relative errors (difference between exact value and computed 
result) were 4, 0.85, and 0.35 percent, respectively. Note that 
such a high accuracy involves a substantial payoff in com
putation time. Since the typical particle size during the present 
analysis is 5 pixels, these results indicate that for substantial 
improvements in accuracy, the digitized array must be 25 times 
larger. Thus, heavier seeding is a simpler and more efficient 
method for maintaining high accuracy. 

In general the window size is limited only by the film quality 
(100-300 line pairs per mm for a 35 mm film) and the density 
of particles. The objective zoom lens on the scanning video 
camera can handle magnifications exceeding the film resolu
tion. For 100, 200, and 300 lines/mm films, and images dig
itized to maintain the same resolution (1 pixel = 1 film line), 
a 64 x 64 pixels window corresponds to 0.64 x 0.64, 0.32 x 0.32 
and 0.21x0.21 mm on the negative, respectively. However, 
as the window size is reduced it becomes harder to maintain 
the required particle density. 

0.0105 

D.0075 

0.0030 

0.0018 

0.0005 

Fig. 10 Mean deviations of the instantaneous data from the phase 
averaged results as defined in Eq. (3) 

^-^ .—-__, impeller 

Fig. 11 The vorticity distribution computed from the vector map pre
sented in Fig. 9 (data scaled with the angular velocity of the impeller). 
Incremental increase between lines is 0.2. Solid lines —• negative vor
ticity; dashed lines — positive vorticity. 

Sample Results 
The characteristic window size selected for the present study 

included at least 8 particles per image, but was small enough 
to insure that flow structures were not averaged out (auto
correlation peaks were large and distinct). In some cases the 
windows actually overlapped in order to increase the window 
size without reducing the number of computed velocity vectors. 
A typical window size covered an area ranging between 1 x 1 
mm to 2.5x2.5 mm in the original flow field, or up to l x l 
mm on the negative. After being digitized it occupied at most 
128 x 128 pixels (typically 64 x 64). Note that windows located 
close to an edge of a negative are prone to difficulties since 
some values of n and m extend to regions for which F(i~m, 
j — ri) is not defined. It is usually quite easy to detect such 
"mishap" by comparing computed velocities to results ob
tained in neighboring windows. In such cases the window size 
was changed to provide reliable data. 

Numerous images such as Fig. 2 were recorded and analyzed 
during the course of the present study. Most of the results are 
summarized and analysed in the second part of this paper. 
Since the flow in the volute is unidirectional, it is easier to 

. identify interesting trends by computing the mean velocity and 
subtracting it from each vector as shown in Fig. 8. One can 
also record several images at the exact same blade orientation 
(more details will be provided in Part B) and compute the 
phase average velocity distribution for that specific flow con
dition (Fig. 9). Then, the extent of "random" turbulent fluc
tuations can be determined by computing the mean deviation 
of instantaneous data from the phase averaged results. These 
deviations, namely the values of [u'2 + V'2]/UT, were com
puted by using Eq. (3) 
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[U'2+V'2]/U2T=- Sta-^+Sto-")2 /U2
T (3) 

UT is the impeller tip speed and u and v are the horizontal 
and vertical velocity components (" - " indicates phase av
eraged property, and " ' " a deviation). A contour plot of 
the deviation for the data presented in Fig. 9 is presented in 
Fig. 10. This expression can be interpreted also as a "turbulent 
kinetic energy" of the phase averaged velocity distribution. A 
vorticity distribution computed from the same vector map is 
presented in Fig. 11. The equation used for evaluating the 
vorticity is: 

,,. , 1 \[v(i+\,j)-v(i-\,j) 
«'"" = 2 £ 

[u(i,j+l)~u(i,j-l)] 

Ay 
(4) 

where / and j are the horizontal and vertical indices and Ax 
and Ay are the horizontal and vertical dimensions of a cell, 
respectively. As is evident form this sample, the flow within 
the volute is nonuniform and dominated by large vortex struc
tures. Deviations from the phase averaged results also vary 
substantially and in the present example are higher near the 
impeller. The characteristics of the flow within the volute, and 
its dependence on flow rate, orientation of impeller blades, 
location within the volute etc. are presented in part B of this 
paper. 

Summary and Conclusions 
This paper introduces the technique and procedures pres

ently being used for quantitative visualization of the flow within 
the volute of a centrifugal pump. It involves recording of 
multiple exposure images of a flow field illuminated by a laser 
sheet and seeded with microscopic neutrally buoyant particles. 
The analysis consists of dividing the image to a large number 
of small windows and determining the mean shift of all the 

particles within each window. The mean shift is determined 
by computing the autocorrelation function of the intensity 
distribution. The recording and analysis procedures are cali
brated by recording the image of particle traces within a uni
form flow. It is demonstrated that if the particle density and 
magnification are chosen such that each window contains at 

ieast 8 pairs of particles, the uncertainty can be kept at about 
1 percent. Methods of increasing the speed and efficiency of 
the analysis are also discussed. The paper concludes by pre
senting a sample vector map of the velocity distribution within 
the volute of a pump. A contour plot of the vorticity distri
bution computed from the same data is also included. 
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Quantitative Visualization of the 
Flow Within the Wolute of a 
Centrifugal Pump. Part B: Results 
and Analysis 
PDV is used for measuring the velocity within the volute of a centrifugal pump at 
different impeller blade orientations, on and off design conditions. It is demonstrated 
that the flow is "pulsating" and depends on the location of the blade relative to 
the tongue. The leakage also depends on blade orientation and increases with de
creasing flow rate. The velocity near the impeller is dominated by the jet/wake 
phenomenon. Differences in the outflux from the impeller, resulting from changes 
inflow rate, occur primarily near the exit. Away from the tongue the distributions 
of ve mostly agrees with the assumption that Ve « 1/r. Sites prone to high velocity 
fluctuations include the blade wake, interface between the jet and the wake and 
near the tongue. Angular momentum and kinetic energy fluxes, turbulent stresses 
and tubulence production are also computed. It is shown that at the same 6 the 
momentum flux can increase near the impeller and decrease at the perimeter. Con
sequently, the mean flux cannot be used for estimating conditions near the impeller. 
Torques caused by T^ and Tm can be as high as 2 and 5 percent of the change in 
angular momentum flux, respectively. 

Introduction 
Most of the past research related to pump volutes involved 

static pressure measurements (Iversen et al., 1960, for exam
ple), and was associated with attempts to estimate asymmetric 
(radial) loading on the shaft. Experiments that did include 
velocity measurements showed that the flow was nonuniform 
particularly off design conditions (Binder and Knapp, 1936 
Acosta and Bowerman, 1957; Bowerman and Acosta, 1957 
Hamkins and Flack, 1987; Miner et al., 1989). Most of the 
attention was given to the outflux from the impeller. 

It was found that on top of circumferential variations, the 
radial velocity at the exit from the impeller was higher on the 
pressure side of the blade, consisting of what was typically 
referred to as a "jet" and a "wake" (Dean and Senoo, 1960 
and Eckardt 1975, 1976). The effect of blade orientation on 
the velocity distribution away from the impeller received less 
attention. According to Miner et al. (1989), the location of the 
blade affects the flow only up to about r/rT = 1.2. 

While attempting to model the flow within the volute on 
design conditions, researchers typically assume that ver is con
stant (Lorett and Gopalakrishnan, 1986), relying on conser
vation of angular momentum. Off design conditions, due to 
absence of data, the analysis either involves assumptions that 
ve is uniform and changes only with 6 (Iversen et al., 1960), 
or is limited to mean properties. It is also assumed that vr 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 26, 1990. Associate Technical Editor: J. Tuzson. 

< Ve and consequently, only v\/2 is accounted for while using 
the Bernoulli equation. Turbulent dissipation is neglected, pri
marily due to lack of information, and the wall friction is 
accounted for by using empirical relations developed for pipe 
flows. As realized by Lorett and Gopalakrishnan (1986), a 
critical factor affecting the validity of any model is a realistic 
estimate of the leakage between the tongue and the impeller. 
The flow around the tongue is also known to be a primary site 
of unsteady loading and a source of noise (Yuasa and Hinata, 
1979). Although it is known that the leakage decreases as the 
overall pump flow rate increases, and that an increase in the 
size of the gap decreases the efficiency, there is little quanti
tative information about the extent of this leakage. Qualitative 
flow visualization experiments reported by Brown well et al. 
(1985) demonstrate that the entire flow structure, including 
the location of stagnation on the tongue, varies with flow rate 
and blade position. They even observe that flow separation 
occurs on the tongue above design conditions. 
, As noted before, lack of information is a primary cause for 
the simplified models of volute flows. The present paper pro
vides some answers, such as circumferential, radial and axial 
variations in the velocity distribution, conservation of angular 
momentum on and off design conditions, the extent of a jet/ 
wake phenomenon, the effect of blade orientation on the ve
locity and overall flux, the extent of leakage between the tongue 
and the impeller and the significance of turbulent stresses and 
dissipation on the energy and angular momentum of the fluid. 
These results can then be used for evaluating typically made 
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Fig. 1 Schematic descriptions of the: (a) pump loop; (6) impeller and 
modified volute 

assumptions. In order to determine the flow structure, the 
experiments are performed by implementing PDV. The tech
nique and analysis procedures are described in Part A of this 
paper. 

Experimental Setup 
The experiments were performed in a pump flow visualiz

ation facility illustrated schematically in Fig. 1. The settling 
chamber and turning vanes were installed to regulate the influx 
to the pump. The pump was also vibration isolated and flexible 
hoses were used for separating it from the rest of the facility. 
The test model was a vertical centrifugal pump operating at 
890 rpm. The impeller was 9.95 in. in diameter, and had 7 
blades, all of them with an exit angle of 15 deg. The original 
casing of this pump was replaced with a fiberglass frame and 
lucite windows, such that the entire perimeter and the bottom 
side of the casing became transparent. The configuration of 
the perimeter (in inches) was r„ = rT + t + 4(0/360 deg) where 
0 = 0 deg was located 3 deg upstream of the tip of the tongue. 
The volute had constant thickness (H = 0.975 in.) which was 

output power 

performance 

specific speed 

3231 

2 7 8 9 -

2308 "F 
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FLOW COEFFICIENT (Q/nB.D.D.) 

Fig. 2 Performance curves of the modified pump 

equal to the thickness of the impeller. The 4 x 0.975 in. exit 
gradually expanded to a 4 in. pipe by using a fiberglass diffuser 
with maximum expansion angle of 7 deg. The design flux of 
this volute was 200 gpm, but the maximum efficiency occurred 
at a slightly lower flux. Performance curves of this pump are 
provided in Fig. 2. 

As described in Part A of this paper the experiments con
sisted of illuminating sections of the flow field with a laser 
sheet while seeding the water with microscopic, fluorescent, 
neutrally buoyant particles. The laser sheet (triple pulse Nd-
Yag laser) could illuminate any desired section of the volute 
either through the transparent perimeter or from the bottom. 
The intensity of each pulse was modulated independently which 
enabled identification of the order at which the laser was fired. 
The delays between pulses were kept at 160 /xs, and their timing 
was synchronized with the impeller. The images were recorded 
on a 35 mm film and analyzed following the procedure de
scribed in Part A. 

Results 
Effect of Impeller Blade Orientation. In order to separate 

between periodic and random phenomena within the volute, 
we selected five different impeller blade orientations, and ana
lyzed at least eight images at each angle. The exact orientations 
are sketched in Fig. 3(a). Each set of eight vector maps was 
then averaged in order to estimate the "mean" (phase aver
aged) velocity distribution at a specific angle. Sample vector 
maps are presented in Fig. 4, and additional results can be 
found in Part A, Chu et al. (1991) and Dong et al. (1991). 
Note that a typical reference velocity, t/ref, is subtracted from 
each vector for the purpose of clarifying the flow character
istics. Selected velocity distributions at 270 gpm (above design 
conditions) are also replotted in Figs. 5-6 in order to highlight 
blade effects. In agreement with Miner et al. (1989), the blade 
orientation affects the distributions of vg mostly near the im
peller. However, when the blade lines up with the tip of the 
tongue (when blade 1 is at 6 = 10 deg) vg is consistently higher 
throughout the volute. Away from the impeller ve decreases 
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netic energy 
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r, 6 = radial and lateral coor
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volute 
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T = torque 
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turbulent energy pro
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Fig. 3 Location of: (a) blades and sample sections during the experi
ments; (b) axial sheets and control sections used during the analysis 

with increasing r. This trend changes only in the immediate 
vicinity of the tongue (9 = 345-355 deg and r/rT < 1.2) due 
to the stagnation point on the tongue, and the relatively low 
leakage at this flow rate (see Fig. 4). 

Irrespective of blade orientation, the outflux from the im
peller (vr at r/rT = 1.0) at mid sections (6 = 245-265 deg in 
Fig. 6) increases with 6 from a typical value of 0.09 to about 
0.12. This trend is a result of circumferential pressure gradients 
(see Table 2). Specific values depend on the orientation of 
impeller blade. Consistent with the "jet/wake" phenomenon, 
the outflux peaks in the pressure side of the blade and is 
minimal in the suction side. For example, when blade 6 is at 
252 deg vr/UT drops to 0.03 on the suction side and reaches 
0.13 on the pressure side. With increasing distance from the 
impeller the impact of the nonuniform outflux weakens (in 
agreement with Miner et al., 1989), but remains evident even 
at r/rT = 1.4. The same jet/wake structure appears also near 
the exit. In order to highlight this trend, the values of vr and 
VQ at r/rT =1 .0 are replotted in Figs. 7(a) and (b), but this 
time the distributions are shifted such that the blade is located 
at a fixed position. The jet with iVmax = 0.18 and vemin = 0.39, 
as well as the wake with y,min = 0.03 and i>emax = 0.71 are 
clearly evident. Note the existence of separate maxima (not 
related to the jet/wake) in the distributions of vr when blade 
6 is at 0 = 330 deg, 340 deg. They are caused by partial blockage 
to the space between blades that results in an increase in vr in 
the unblocked portion. When the blade lines up with the tip 
of the tongue (10 deg) this peak disappears. At larger radii the 
flow is dominated by the presence of the tongue that causes 
an increase in vr and a reduction in vg (see Fig. 4). 

Effect of Flow Rate. Comparative velocity distributions 
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Fig. A Sample phase averaged velocity distributions near the exit. Data 
is presented as u - U,el. Tip speed and U,e, are also shown on each 
map. Flow rates and blade orientations are: (a) 90 gpm and blade 1 at 
360 deg; (ft) 270 gpm and blade 1 at 350 deg 
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Fig. 6 Distributions of the radial velocity at different impeller blade 
orientations (270 gpm) 
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Fig. 9 Distributions of vr at different flow rates 

M 

0.2 0.4 0.6 0.2 0.4 0.6 0.2 0.4 0.6 0.2 0.4 0.6 0.2 0.4 0.6 0.2 0.4 0.6 0.8 

V, /U, V , /U r V, /U, V, /U, V , /U t V , /U , 

(a) 

po 

-

it ic 

-
• -

f lo 

O 

A 

• 

n of 

- • 

„ 

biode 

330° 

340" 

350° 

360" 

10° 

W rotes 

2 7 0 

170 

90 

gpm 

gpm 

g p m 

245 255 265 340 350 360 

1...1...1...1...1 101 , 
EXIT EXIT 

Fig. 10 Computed: (a) G(0); (b) outflux from the pump; (c) leakage 

1.6 

1.4 

1.2 

1 n 

' ' 

( • ' ' 

\1 ' 

V 

270 gpm ^ 

" 

• * 

CD 

70 gpm > 

0 gpm ) 

70 gpm 

i / 

I U ; ' 

\k 

lml 1 '"I Il.«"'»t«»«l« 

b l a d e 1 a t 3 6 0 ° l 

( a v e r a g e ) 

uD 

II 
G> 

__ 

1 ; 

'6
5

° 

' / ' II 
Hi G> 

• r ' 

• 

v 

i ': 

'"M 
M 

„ 
\ * 

w 

CO 

G> 

>> 
1 
1 

I 

/ 
\ 
\ 

ii 

'•• \ 

• : 

• h 
[K\ 

(' 

li 

( i tn 

/ G> 

•1 " . L - t S ^ 

' 
\ 

1 

1 \ 

/ \ 

1 • 

11/ 
& 

••:' V 

/ 

ij 

ij 
m 

O 

1 

k 
> 

> 

0.4 0.6 0.4 0.6 0.4 0.6 0.4 0.6 0.4 0.6 0.4 0.6 0.8 

V,r/U,r, V,r/U,r, V,r/U tr, V . r /U , ^ V,r/U tr , V,r/U,rT 

(b) 

Fig. 8 Distributions of (a) v,\ (b) v„r at different flow rates 

representing the flow above (270 gpm), close to (170 gpm), 
and below design conditions (90 gpm) are presented in Figs. 
8-9. Circumferential variations, namely an increase in ve with 
increasing 6 above design conditions and a decrease below 
design conditions, agree with expectations (continuity). Since 
typical analysis of volute flows involves balance of angular 
momentum (Lorett and Gopalakrishnan, 1986), we present 
also sample distributions of vg • r in Fig. 8(b). On design 
conditions Vg • r increases slightly with r (even away from the 
impeller), namely ve is more uniform than the typically assumed 
distribution (ve oc 1/r). Below design conditions ve • r de
creases, and above design conditions there are varying trends, 
particularly at mid sections (an increase, followed by a decrease 
around r/rT= 1.3, and then an increase at the outer perimeter). 

The overall mean distributions at 270 gpm is smoother than 
results for a single blade orientation. For all the cases presented 
an assumption that vg • r is constant leads to an error in the 
order of 5-10 percent (compared to the mean value). This 
assumption is invalid in the vicinity of the tongue. 

Unlike the computed trends of Lorett and Gopalakrishnan 
(1986), and in spite of differences in the static pressure (some 
experimental results in Table 2), there is little difference be
tween the outflux from the impeller at 270 gpm and 170 gpm 
at mid sections (Fig. 9). Most of the differences occur near 
the exit, where close to design conditions the outflux drops to 
zero (also unlike typical assumptions of a constant outflux). 
At 90 gpm there is already backward flow into the impeller. 

Overall Flux and Axial Distributions. The overall flux at 
any section, Q(6), can be computed by integrating ve, (LHve(r, 
8)Ar). The leakage and outflux from the pump are computed 
by integrating the velocity normal to a line, that touched the 
tip of the tongue. Changes in the location of stagnation point 
on the tongue, that agree with Brownwell et al. (1985) are 
accounted for while computing the leakage. According to the 
results (Fig. 10), the outflux from the impeller in the last 
quadrant of the volute (270 < B < 360) contributes about 30 
percent of Q(6) at 270 gpm and only less than 10 percent at 
170 gpm. This trend agrees with the distributions of vr. It is 
also evident that both Q{6) and the outflux vary by as much 
as 10 percent, depending on the orientation of impeller blades. 
They both reach a maximum level when the blade lines up with 
the tip of the tongue (as noted also from the distribution of 
ve), minimizing, as a result, the blockage to the outflux from 
the impeller. As expected, the leakage decreases from 25 per
cent of the outflux at 90 gpm down to only 6.1 percent of the 
outflux at 270 gpm. The leakage also varies by as much as 50 
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Fig. 11 Sample distributions of u„ in the axial planes S1, S2, and S3 
shown in Fig. 3(a). (a) Effect of blade orientation; (b) effect of location 
and flow rate. 
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S3: h/H=0.5 

Fig. 12 Sample distributions of w, the axial velocity 

percent (at least at 270 gpm), depending on the orientation of 
impeller blades. It is minimum when the blade is located near 
the tongue (360 deg and 10 deg), probably since the passage 
is more constricted at this orientation. 

There is a discrepancy between the computed outflux and 
the reading of the flow meter. In order to identify reasons for 
this discrepancy, the assumption of a 2-D flow was evaluated 
by mapping the velocity in three axial planes, identified as SI, 
S2 and S3 in Fig. 3. From the samples presented in Figs. 1 l(a-
b), particularly the distribution in section S3, one should expect 
an overestimate of Q(6) at 90 gpm while using the velocity 
distribution at h/H = 0 . 5 . Distributions near the impeller and 
the tongue are highly nonuniform, and blade effects discussed 
before are also evident. Sample distributions of w, the axial 
velocity, are presented in Fig. 12. Note that near the tongue 
(S2) the flow diverges from the center line (positive above the 
center and negative below) at 270 gpm, and converges at 90 
gpm. Qualitative examination of several images at this region 
reveals that above design conditions the flow remains attached 
at the center plane (unlike Brownell et al., 1985), but two large 
counter rotating longitudinal vortex structures develop at the 
upper and lower corners of the tongue. Entrainment into this 
vortex is what causes flow divergence near the surface of the 
tongue. Below design conditions, the values of u0 decrease in 
the upper and lower corners causing convergence of the flow 
toward the center plane. 

Vorticity Distribution and Velocity Fluctuations. A sample 
contour plot of the vorticity distributions near the exit is pre
sented in Fig. 13 (additional samples are presented in Part A 

Fig. 13 Vorticity distribution scaled with the angular velocity (OJ//Y) 
near the exit. Flux is 270 gpm and blade 1 is at 10 deg. Incremental 
increase between lines is 0.4. (Solid lines—negative vorticity; dashed 
lines—positive vorticity.) 

of this paper, Chu et al., 1991 and Dong et al., 1991). Near 
the exit and at 270 gpm the vorticity map contains an extended 
train of vortex structures, all of them with negative vorticity, 
extending from the point on the impeller where Vg is maximum. 
In the rest of the space near the impeller the vorticity is pre
dominantly positive. The same phenomenon appears consist
ently at other blade orientations (see Chu et al., 1991). The 
source of this train is the high shear stress caused by the sudden 
increase in ve (Figs. 1(b)) in a region characterized by low vg 

(tongue effect). It causes rollup of vortex structures which are 
then convected into the volute. Their location can be predicted 
(analysis not shown here) by assuming convection at the local 
velocity. As the blade moves behind the tongue the vortex train 
detaches from the impeller and "climbs" around the tongue. 
However, its outer traces remain within the volute since the 
convection velocity decreases with r. This phenomenon occurs 
only when the local vg is low, and does not appear either at 
mid section or near the exit at lower flow rates (Chu et al., 
1991). In fact, the only consistent trend for these conditions 
is an appearance of several positive vorticity peaks just ahead 
of the blade. High vorticity peaks, some with values as high 
as four times the impeller angular velocity, appear also near 
the tip of the tongue. 

The distribution of velocity fluctuations within the volute 
can be estimated from the mean deviations of instantaneous 
data from the phase averaged velocity, as defined in Part A. 
At mid sections (Fig. 14(a)) there are two distinct peaks. The 
first is located at the interface between the "jet" and the 
" wake," and the second trails behind the blade. Close to design 
conditions the deviation peaks are smaller by 20 percent and 
more evenly distributed, and at 90 gpm the peaks are twice as 
high, particularly ahead of the jet. Thus, the jet/wake interface 
and the blade wake seem to be primary contributors to tur
bulence generation. Near the exit and at 270 gpm (Fig. 14b) 
the velocity distribution correlates well with blade orientation, 
and high fluctuations appear only near the tongue. At 170 gpm 
(Fig. 14c) there is little outflux from the impeller near the exit, 
and the blade acts as "turbulence generator." Consequently, 
the deviation peaks are concentrated near the blade. At 90 
gpm the trends are similar but typical values are higher. 

Analysis and Discussion 

As noted in the introduction, most models of the flow within 
the volute are limited to mean properties and neglect the effect 
of mixing (turbulent losses) on the energy and angular mo
mentum of the fluid. In order to evaluate these assumptions 
we use the present data to perform momentum and energy 
balances on several control volumes (A-H), defined in Fig. 
3(b). Changes in the mean angular momentum flux, Al, are 
estimated by using Eq. (1). 

400 / Vol. 114, SEPTEMBER 1992 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a) 

(b) 

30 40 

(c) 

Fig. 14 Deviations of the instantaneous data from the phase averaged 
results |(1/n)i;[(u - o)2 + (v - v)z]/Uf) at: (a) mid section, 270 gpm and 
blade 6 at 272 deg; (b) exit, 270 gpm and blade 1 at 350 deg; (c) exit, 170 
gpm and blade 1 at 350 deg 

AI/e*= E«#H " E » ^ 

+ ( S vsvrr
2Adi) - ( J ) *w 2 A0,) (1) 

The subscripts r and 6 identify the variable kept constant 
on a specific surface, r2 > rx and 82 > 6\. Changes in kinetic 
energy flux, AK.E are estimated by replacing ver with 
e = 0.5 (vj + v2) in Eq. (1). For comparison, since most 
researchers neglect v2/2, the flux of Vg/2 is also computed 

separately. We also estimate the torque, T, associated with 
Reynolds stresses by using Eq. (2) and all the 40 data points 
available for each location. Values of TZO are available only for 
limited locations (Sections SI, S2, S3). They are typically of 
the same order as r^. 

(T/eKe= 2 •ve 

lHrAr\ - E- •vg
2HrAr 

/e 

(T/p) Tr0~ J]-v'rVeHr2Ae) - [J]-v'rVeHr2Ae\ (2) 

Unlike these stresses, wall friction is included in existing 
volute flow models (Iversen et al., 1960). It can be estimated 
by assuming a friction factor of 0.025 (based on the roughness 
and Reynolds number). One can also use the present data for 
estimating the rate of turbulent kinetic energy production, n , 
defined in Eq. (3). 

U/Hp- w l/Bv, 
2\dxj 

dvj 

dx. 
(v, V: )dxdy (3) 

This term represents the work performed by turbulent 
stresses, causing typically a reduction in the mean kinetic en
ergy (Tennekes and Lumley, 1972). w' and tez are not included 
in the computations of II due to lack of data. However, since 
w' < ve, this assumption does not alter the results substan
tially. The analysis is performed by using a two-dimensional 
flow. As discussed before, this assumption is inaccurate, par
ticularly near the tongue. Furthermore, since the characteristic 
window size is 2 mm (1 mm for vertical sheets) one can only 
resolve larger turbulent structures. Additional energy is as
sociated with smaller eddies. Thus, the computed dissipation 
is only a lower bound. The results are presented in Table 1. 
For comparison purposes, the values of AI and AK.E. are 
followed by the respective total fluxes (Ie2 and (K.E.)fl2) at the 
exit from each control volume. Thus, for example, at 270 gpm 
the overall AI in sections A+B+C+D is 13 percent of the 
total angular momentum flux, whereas at 170 it drops to about 
1.2 percent. 

The results indicate that at mid-sections (A-D) the net torque 
caused by r^ is at most about 2 percent of AI and it is always 
positive (causes an increase in / ) . TTM and the friction are 
negative and their values are at most 5 and 10 percent of AI, 
respectively. The magnitudes of ree and wall shear stresses are 
actually comparable, and the torques are different primarily 
due to the different surface area. Near the exit the effect of 
turbulent stresses is negligible. Production of turbulent kinetic 
energy is about 1.1 percent of the overall kinetic energy flux 

Table 1 Angular momentum flux, moments of shear stresses, mean and turbulent kinetic energy flux, and turbulence production 
on sample volumes identified in Fig. 3(b). I0 = pU\r\nn& E0 = pU\r\ 
Flux 

(gpm) 

270 

170* 

90* 

Volume 

AI/Ia X 10s 

Wh x 105 

rrrt//0 x io5 

TM/IB X 105
 5 

f̂riction'If) ^ 10 
AK.E./^o X 105 

(K.E.)w/£„ x 105 

(v2
0/2)e2/Eo x 105 

n / £ 0 X 10s 

M/Ia x 10s 

I62/I0 x 105 

A///0 x 105 

Iei/I0 x 105 

A 

250 
740 

3.1 
- 9 . 5 
- 6 . 6 

51 
223 
212 
1.8 
- 4 0 
510 
310 
570 

B 

300 
780 

1.8 
- 0 . 3 
- 6 . 6 

74 
195 
191 
1.0 
170 
600 
40 

720 

C 

130 
660 

0.1 
- 3 . 4 
- 6 . 6 

6.0 
133 
129 
1.2 
240 
600 

- 1 1 0 
560 

D 

- 1 8 0 
1590 

4.5* 
-10 .9 
-26 .8 f 

- 4 . 0 
263 
244 
5.3 

- 3 3 0 
1750 

- 2 9 0 
1090 

A + B + C + D 

500 
3770 

9.5** 
-24 .1 
-46 .6 f 

127 
815 
777 
9.3 

40 
3460 
- 5 0 
2940 

E 

150 
350 

6.4 
+ 2.1 

24 
98 
88 
0.0 

- 1 3 0 
340 

- 1 6 0 
430 

F 

230 
680 

4.5 
+ 2.5 

64 
205 
179 
0.0 
130 
440 
140 
350 

G 

200 
830 

0.1 
+ 2.5 

53 
233 
213 
0.0 
190 
470 

- 4 0 
260 

H 

20 
4140 

0.4* 
- 1 . 7 

17 
848 
817 
3.4 
110 

2440 
- 3 0 
1190 

E + F + G + H 

600 
6000 
11.2** 
+ 5.4 

158 
1385 
1296 
3.4 
300 

3690 
- 9 0 
2230 

'Moment of shear stress at r/rT = 1.3. 
"Moment of shear stress at the impeller, 

including side wall. 
'Values for blade 1 at 360 deg only. 
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Table 2 Measured ( p - pstm)/p(J \ at selected points 
location r = 1.07 1.07 1.41 1.41 1.41 1.07 1.07 1.07 

- 6 = 251.4° 263.8° 253.6° 256.0° 258.3° 334.5° 347.6° 360° 
270 gpm 0.287 0.260 0.353 0.357 0J60 0.237 0.230 0.277 
170 gpm 0.435 0.441 0.495 0.504 0.508 0.458 0.460 0.493 
90 gpm 0.532 0.545 0.584 0.591 0.598 0.589 0.589 0.578 

at mid sections and it seems to be distributed quite uniformly. 
Although a small percentage, it represents a significant loss 
considering that section A+B+C+Dis only 1/18 of the vol
ute, and that the present results are an underestimate. Table 
1 also shows that by neglecting the radial velocity while com
puting the kinetic energy, the overall error is about 5 percent. 
However, the discrepancy is higher than 10 percent near the 
tongue. 

As expected, above design flow rate the overall change in 
angular momentum flux is positive. However, the increase is 
not uniform. In fact, at mid sections AIis negative in the outer 
half of the volute (section D), and almost zero in most of the 
exit area (section H). The increase in angular momentum flux 
occurs only near the impeller. Similar conclusions can be drawn 
from the kinetic energy flux. Since the effects of turbulent 
stresses and friction are small, AI is dominated by circumfer
ential pressure gradients (A/ = -[dp/dd]AQrArH). Thus, at 
the same 6 there are high negative pressure gradients near the 
impeller (evidenced also by 30 percent increase in vr between 
9 = 245 and 265 deg—see Fig. 6), and smaller positive gradients 
at the outer perimeter. The measured pressure distribution on 
the surface of the volute (selected values are presented in Table 
2) confirms these conclusions. (Ap/A6)/pUr(d in radians) com
puted from AI in sections A is -0 .34 , and the measured is 
-0 .12 . In section D the computed and measured values are 
+ 0.05 and +0.08, respectively. The mean computed pressure 
gradient is -0.090, namely only 26 percent of the gradients 
near the impeller. Thus, the mean pressure distribution pro
vides a poor estimate for conditions near the impeller, even at 
mid-sections of the volute. 

The results provided for 90 and 170 gpm are computed from 
data at a single blade angle and AI is affected by the blade 
orientation. At 170 gpm, the overall AI at mid-sections is small, 
in agreement with being close to design conditions. However, 
the distribution is highly nonuniform. At 90 gpm the overall 
AI is negative, but it is actually positive near the impeller 
(probably blade effect, since the measured Ap/Ad is positive). 
For both cases, the mean dp/36 cannot represent conditions 
near the impeller. In the vicinity of the tongue (section E) AI 
is negative due to the adverse pressure gradients there. At 170 
it becomes positive at larger r, whereas at 90 gpm it is positive 
only in section F due to local acceleration caused by leakage. 

Conclusions 

Although most of the presently observed blade effects occur 
at r/rT < 1.2 (as reported by Miner et al., 1989), and consist 
of the "jet/wake" phenomenon, they are not limited to this 
region. In fact, the entire flux within the volute is pulsating, 
reaching a maximum when the blade lines up with the tip of 
the tongue. The leakage also depends on blade orientation, 
and amounts to a substantial portion of the total flux (6-25 
percent), particularly below design conditions. Tongue induced 
blockage also causes an increase in vr in the unobstructed part 
of the space between blades. Changes in the location of stag
nation on the tongue agree with Brownwell et al. (1985). How
ever, instead of flow separation above design conditions, the 
present observations show that two large counter rotating lon
gitudinal vortices develop at the upper and lower corners of 
the tongue. 

The radial distribution of ve in mid-sections of the volute 
deviates only by 5-10 percent from the traditional assumption 

that Ve °c l/r. Large changes occur near the tongue due to the 
stagnation point on its tip and due to leakage. The circum
ferential changes follow our expectations, namely ve increases 
with d above design conditions and decreases below design 
conditions. Axial variations in ve are more likely to occur below 
design conditions, as well as near the impeller and the tongue 
at any flow rate. 

The radial velocity at mid sections remains between 5-12 
percent of the impeller tip speed and contains traces of the 
jet/wake phenomenon at any r. Differences in the outflux from 
the impeller, resulting from changes in pump flow rate, occur 
primarily near the exit. At mid sections the outflux (vr at r 
= rT) increases very little when the pump flow rate is increased 
beyond design conditions, in spite of substantial changes in 
local mean static pressure. Near the exit the outflux remains 
positive only above design conditions. It drops to nearly zero 
on design conditions, and becomes negative (local back-flow 
into the impeller) at about 50 percent of design flow rate. The 
axial velocity remains small in regions outside of the immediate 
vicinity of the impeller and the tongue. 

It is shown that extended trains of vortex structures can be 
generated due to a mismatch between the instantaneous v0 

exiting from the impeller and the local velocity in the volute. 
The blade wake can only be identified in its immediate vicinity. 
Particularly high "random" velocity fluctuations (mean de
viations of the instantaneous data from the phase averaged 
results) occur ahead of the "jet ," near the tongue, and near 
the blade, especially when the outflux is low. 

Although circumferential changes in overall angular mo
mentum flux follow expected trends, the changes are nonun
iform. At the same 6 the momentum flux can increase near 
the impeller and decrease at the outer perimeter, both above 
and below design conditions. In general the mean properties 
at a certain 6 (pressure gradients, momentum flux) cannot be 
used for estimating conditions near the exit from the impeller, 
even at mid-sections of the volute. It is also shown that tur
bulence production within the volute in a region consisting of 
1/18 of the volute amounts to more than 1.1 percent of the 
total kinetic energy flux. The torque caused by im is compa
rable to the estimated surface friction. Combined, they can 
amount to more than 14 percent of the reduction in momentum 
flux. The effect of T^ is typically smaller and it causes an 
increase in momentum flux. 
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Numerical Study of the Effects of 
Longitudinal Acceleration on Solid 
Rocket Motor Internal Ballistics 
The internal ballistics of a solid-propellant rocket motor subjected to both constant 
and oscillatory longitudinal accelerations are studied. The one-dimensional time-
dependent equations of motion governing the unsteady two-phase core flow in the 
accelerating motor chamber and nozzle are solved numerically by using the random-
choice method, along with pressure-dependent and crossflow-dependent burning-
rate equations for propellant combustion. A constant forward acceleration produces 
negligible effects, whereas longitudinal motor vibrations near the natural frequency 
of waves criss-crossing the length of the motor chamber can produce large but 
bounded oscillatory motor-chamber pressures. 

1 Introduction 
A solid-propellant rocket motor (SRM) is normally subjected 

to a considerable longitudinal forward acceleration during a 
free-flight launch, and the severity of this acceleration depends 
on the mass, thrust and aerodynamic design of the motor. The 
effects of this strong acceleration on the SRM's internal bal
listics are known to be fairly weak on the basis of a quasi-
steady flow analysis (Langhenry, 1986). However, during a 
static test firing the SRM may experience a severe longitudinal 
oscillatory acceleration from a nonrigid, vibrating test stand, 
and no information has been reported for this case. The anal
ysis and numerical results presented herein are intended to help 
clarify the effects of such accelerations on the internal ballistics 
of SRMs. 

Although constant and oscillatory accelerations have not 
been studied with nonstationary flow analyses, past unsteady 
flow analyses of axial combustion instability by Kooker and 
Zinn (1973), Levine and Baum (1983), and Baum and Levine 
(1986), for example, have produced fairly good numerical 
models for an SRM combustor. These models are beneficial 
in setting the groundwork for this study on axial acceleration 
effects on the internal ballistics of SRMs, even though these 
earlier models did not include acceleration terms in the equa
tions. 

2 Governing Equations and Solution Procedure 
2.1 Core Flow Equations. In the case of SRMs with cy

lindrical grains (Fig. 1) having moderate to large length-to-
diameter ratios (L/D > 15), the two-phase subsonic core flow 
along the propellant grain and the combined subsonic and 
supersonic two-phase flow in the convergent-divergent nozzle 
can be modelled adequately by employing one-dimensional 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 22, 1991. Associate Technical Editor: E. E. Michaelides. 

unsteady flow equations and the concept of bulk-averaged flow 
properties for each phase. Before these equations are given, 
however, it should be noted that the use of an appropriate 
reference frame can simplify the expressions and solution pro
cedure. The equations and solution have the simplest form 
when expressed in a reference frame attached to the acceler
ating rocket motor. 

In this reference frame the mass, momentum and energy 
equations in weak conservation form for the compressible gas 
phase of the core flow may be expressed as 

d r , d p , 2p„«w dD Arh 

dt dx D dx D 

jtipgug\+fa[ps4+Pg\=-
2peu

2
g dD 

D ~dx" -pgug D 

~dt[es] + fa[uses + ugPil=-

2D mp 

2(uges + UsPg) dD Arb 

(1) 

(2) 

D dx D 

+ {l-ap)Ps(C Tf+~v\ 
4rh an 
-^-^(UpF+Q) 
D m„ 

4hc 
Tg), (3) 

where D is the local diameter of the core flow at distance x 

E==S=S=5=5=5=: 

PROPELLANT 

Fig. 1 Cylindrical grain rocket motor 
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measured from the head end of the motor, and pg, pg, Ts, eg 

= (jg - l)~'Pg + ViPgUg, Cp and ug are the density, pressure, 
temperature, energy per unit volume, specific heat at constant 
pressure, and flow velocity for the gas phase. Also, mp, apt 

and ap are the average mass of an incompressible particle, 
concentration of particles per unit volume and fraction of inert 
particulate mass in the propellant, ps and r.b are the density 
and burning rate of the propellant material, 7} and Tw denote 
the flame and exposed metal wall temperatures, fe is the ef
fective friction factor between the core flow and propellant 
grain surface with or without .transpiration or between the core 
flow and exposed metal surface, F and Q are the viscous drag 
force and rate of heat transfer from the core flow to a particle, 
vw denotes the total velocity of propellant mass inflow above 
the flame (psrb/pg), /3 denotes the rocket-motor acceleration at 
time t, and hc = (&g/D)Re£>Pr1/3(/'(,/8) is the local convective 
heat-transfer coefficient (where kg, ReD and Pr denote the gas 
thermal conductivity, Reynolds number and gas Prandtl num
ber). Note that heat transfer between the core flow and pro
pellant are included in the combustion model (next section), 
and that the last term in Eq. (3) accounts for heat transfer 
between the core flow and the metal wall, which occurs in 
nozzle cells and also cells afterwhich the propellant has burned 
completely and the metal wall is thereby exposed to the core 
flow. Similarly, friction occurs between the core flow and metal 
walls, and also between the core flow and propellant surface, 
corresponding to whether propellant exists or not. 

The corresponding equations for the inert particulate phase 
can be expressed as 

2opu„ dD 
-Op) 

4/j, 
D' 

jtl<ypuP] + —WpUp]--

JtleP\+-[upep}-

2opup dD 

D ~dx 
4rb , °P c 

(4) 

(5) 

lUjfip dD 

D dx~ 
4/> 

1 D 

+ otppACpTf+-
1 

D m„ 
(UpF+Q), (6) 

where up, Cp, ep = apCpTp + ViOpUp and Tp denote the velocity, 
specific heat, energy per unit volume and temperature of the 
inert particulate phase. 

Although the gas and particulate phases are separate and 
move independently, the particulates are constrained in that 
they have a common set of bulk-averaged properties at each 
axial location (e.g., one velocity and one temperature). Hence, 
as inert particles enter the core flow from the propellant sur
face, at various cell locations along the propellant grain, they 
instantly acquire these local bulk-averaged properties. This is 
a fairly strong assumption on the mixing of the particles, valid 
only in the event of numerous particle-particle collisions for 
velocity equilibration and sustained surface contact for tem
perature equilibration. 

Small effects of radiation, heat conduction in the axial di
rection, details of particle-particle collisions, and particulate 
volume have been neglected (Gottlieb and Coskunses, 1985). 
The meaning and importance of various terms on the right 
side of Eqs. (1) to (6) have been discussed elsewhere by Kuo 
and Summerfield (1984) and Greatrix et al. (1987). 

The drag force from the viscous interaction between the gas 
and particulate phases, due to their different velocities, may 
be expressed as 

F = < Cdpg(Ug-up)\Ug (7) 

Cd is specified primarily on the basis of existing experimental 
data for a single particle in a steady flow with low flow tur
bulence, and the effects on Cd of the relative Reynolds number, 
relative flow Mach number and temperature difference be
tween the gas and particles are all included. The basic corre
lation for Cd versus Reynolds number was taken from a book 
(table 5.2 on page 112) by Clift et al. (1978), and the incor
poration of the small effects of compressibility and temper
ature differences are detailed in the report by Gottlieb and 
Coskunses (1985)-. 

Heat transfer from the core flow to the particles may be 
expressed in the form 

Q = irdpkgNu(Tg- Tp), (8) 
where the Nusselt number can be expressed in terms of the 
Prandtl and particle Reynolds numbers as Nu = 2 
+ 0.6Pr1/3Rey . This relationship includes both conduction 
and convection (first and second terms on the right side), and 
it is also based primarily on experimental data for a single 
sphere in a steady flow (Clift et al. 1978; Gottlieb and Cos
kunses, 1985). To this day the effects of flow transients or 
flow unsteadiness, viscous drag from multiple interacting par
ticles, and flow turbulence are insufficiently understood to be 
included in the correlations for both the drag coefficient and 
Nusselt number. 

The previous equations can be solved if the burning rate rb 

is specified (next section), when the perfect gas equation of 
state Pg = pgRgTg is included, and when two boundary con
ditions for the gas and particulate phases are introduced. At 
the head-end of the motor (x = 0), the velocities of both the 
gas and particulate phases are set to zero, in the frame of 
reference attached to the motor. At the other end, at the nozzle 
expansion exit where the two-phase outflow is supersonic, a 
simple non-reflecting or transmissive boundary condition is 
included for both the gas and particles, because waves do not 
enter from the atmosphere and travel upstream into the super
sonic flow. 

2.2 Burning Rate Equations. For solid composite pro-
pellants the pressure-dependent burning rate r0 typically fol
lows the empirical St. Robert relationship r0 = cpn

g over most 
of the operating pressure range for rocket motors (Kuo and 
Summerfield, 1984). In addition to this pressure-dependent 
combustion, erosive burning due to the crossflow parallel to 
the propellant surface is appreciable for SRMs with a nozzle 
throat to grain port area ratios from one-quarter to unity. 
Although numerous models for erosive burning have been 
proposed, a recent one by Greatrix and Gottlieb (1987) is used 
in this study, and a summary of the relevant equations is 
presented next. 

The total burning rate (rb) for this phenomenological model 
of erosive burning is obtained by summing the pressure-de
pendent (r0) and erosive burning (re) components and given by 

r0 = rQ + re = cpg + 
HT,-TS) 

psCs (7 ; - Ts) - PsAHs' 

for which 

Ps^bCp 

h = 
exp(psrbCp/hc)-l' 

hc = 
D 

Re„Pr,/J {, 1/3 

-2 Iog i , 
2.51 

f/2ReD 3.ID 

(9) 

(10) 

(11) 

(12) 

where dp is the mean diameter of a particle. The drag coefficient 

where 7 .̂ is the initial propellant temperature and the Reynolds 
number Refl is defined by pg I ug I D/fig. The core flow is assumed 
fully turbulent from vigorous transpiration (mass addition from 
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Table 1 Motor and propellant characteristics 

Motor 1 Motor 2 

propellant grain length 
outer grain diameter 
initial inner grain diameter 
nozzle throat diameter 
propellant length to area-

contraction length ratio 
burning rate (r0) 
propellant density (ps) 
propellant specific heat (Cs) 
flame temperature (Tj) 
surface temperature of 

propellant (Ty) 
initial temperature of 

propellant (Ts) 
surface roughness of 

propellant (e) 
gas specific heat (Cp ) 
Prandtl number (Prf 
specific gas constant (Rg) 
gas thermal conductivity (kg) 
gas dynamic viscosity (fi.g) 
gas specific-heat ratio (yg) 
particle mass fraction (ap) 
mean particle diameter (ap) 
particle solid density (pj) 
particle specific heat (Cp) 

83.5 cm 
6.35 cm 
2.10 cm 
2.03 cm 

40 

0.5[p(kPa)]°" mm/s 
1740 kg/m3 

1510 J/kg-K 
3060 K 
1130 K 

294 K 

400 /im 

1845 J/kg'K 
0.82 

318 J/kg-K 
0.184 W/m.K 

8.19xl0~5 kg/m.s 
1.21 

0 or 10 % 
10 fim 

2700 kg/m3 

900 J/kg-K 

83.5 cm 
6.35 cm 
5.00 cm 
1.58 cm 

10 

0.2[p(kPa)f36 mm/s 
1730 kg/m3 

1510 J/kg-K 
3060 K 
1130 K 

294 K 

400 ^m 

1845 J/kg-K 
0.82 

318 J/kg-K 
0.184 W/m-K 

8.19X10"5 kg/m-s 
1.21 
0% 

propellant burning). Hence, this model is essentially restricted 
to SRMs having a moderate to large propellant grain length 
to grain port diameter ratios (e.g., L/D > 15). Note that AHS 

in Eq. (9) is a net surface heat of reaction that is included for 
completeness, because the summation of the endothermic sur
face pyrolysis reactions and exothermic propellant decompo
sition layer reactions are not necessarily equal. However, we 
have set AHS = 0 due to lack of information (Greatrix and 
Gottlieb, 1987). 

This erosive burning model is used herein because it includes 
most of the factors that are known to affect erosive combustion 
(e.g., initial propellant temperature Ts., propellant surface 
roughness e, and local grain port diameter D), and this model 
has been assessed against experimental results (Greatrix and 
Gottlieb, 1987). Transient burning rate effects on the flame 
zone due to rapidly changing core flow pressures and velocities, 
which are included in a few past erosive burning models (Baum 
and Levine, 1986; Von Elbe, 1966; Krier et al. 1968), are not 
incorporated in the present model, primarily because such tran
sient phenomena are not well understood quantitatively (Kuo 
and Summerfield, 1984) and they still contain significant em
piricism. 

2.3 Numerical Solution Procedure and Accuracy. The 
equations of motion for the gas and particulate phases, equa
tion of state, propellant burning expressions, and equations 
for viscous drag and heat transfer which couple the two-phase 
motion equations, are solved by using the random-choice 
method (RCM) of Glimm (1965) with improvements by Chorin 
(1976), Sod (1977), Colella (1982), Gottlieb (1988), and Got
tlieb and Groth (1988), and with a recent addition to incor
porate the second particulate phase by Miura and Glass (1982). 
The RCM is an explicit finite-volume method of integrating 
hyperbolic sets of partial differential equations, which solves 
Riemann problems separately for the gas and particulate phases 
between each pair of adjacent nodes, and then random samples 
these solutions in order to make an assignment to a node at 
the next time level. The time step is controlled by the Courant-
Friedrichs-Lewy condition, that is At = ViAx/{\ug.\ + ag!)mllx 

for the RCM. The Riemann problems in the RCM are based 
on the homogeneous equations of motion (left side of Eqs. (1) 
to (6), and the inhomogeneous terms on the right side are 
incorporated into the Riemann solutions as a correction by 
means of operator time-splitting technique (Sod, 1977)! 

An advantage of the RCM over finite-difference, finite-

element and other numerical techniques is that the RCM does 
not introduce any numerical diffusion and dispersion—no 
smearing or phase distortion (Colella, 1978, 1982), and shocks 
and contact surfaces are thereby retained as discontinuities 
(although they have slightly random locations). This is not 
essential for numerical methods to obtain good results for 
rocket-motor flows, but it does eliminate errors from smearing. 
Most RCM details relevant to this study are available elsewhere 
(Greatrix, 1987). 

The RCM has virtually a first-order convergence rate in both 
space and time (Colella, 1978, 1982), and Groth and Gottlieb 
(1990) have recently demonstrated this by solving a number 
of problems with known solutions on refined grids. The Lr 

norm error defined as 

W7 
,{x = xh t = f)\ (13) 

where /, N, p"g. and pgtf denote the number of spatial nodes, 
number of time steps, computed density at the ith node and 
«th time step, and exact density, can be expressed as ELl 

~ K(A*)~' . This linear dependence of the error EL on the 
node spacing Ax means that the solution error using 200 nodes 
will be half the error associated with the solution obtained 
with 100 nodes. Numerical experiments were done with the 
same rocket-motor problem on refined grids in order to esti
mate K and thereby determine the node spacing Ax required to 
make the L r norm error in the computed density and pressure 
less than 3 percent. This resulted in the requirement that more 
than 260 nodes would be needed for the combined motor 
chamber and nozzle length (about one meter long), and 300 
nodes or a constant node spacing of Ax « 3.33 mm was used 
to obtain the numerical results presented in this paper. 

3 Numerical Results and Discussion 
3.1 Preliminary Comments. Numerical results will be 

given for a specific small-diameter cylindrical grain motor, 
sketched previously in Fig. 1. Essential motor characteristics 
are summarized in Table 1 for two different motors featuring 
some important differences. These data are characteristic of 
a nonaluminized ammonium perchlorate/hydroxyl-terminated 
poly butadiene propellant (AP/HTPD). 

Pressure histories computed with a quasi-steady flow anal-, 
ysis for the head-end of motor 1 are illustrated first in Fig. 2, 
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for two different inert particulate loading percentages ap of 0 
and 10 percent, and without any acceleration effects. Both 
pressure histories depict progressive burning; the pressure rises 
through most of the firing, which is a standard feature of 
cylindrical grain motors in which the grain diameter expands 
radially with time and increases the burning surface until the 
burnout phase. The pressure curve for the case of a 10 percent 
particulate loading is somewhat lower than that for a 0 percent 
loading, primarily because the presence of inert particles in 
the propellant reduces the amount of mass and energy released 
during the propellant burning process (for the case of the same 
burning rate expression—Eq. (9)). 

These quasi-steady flow results without acceleration effects 
are given here as a reference, because in some later results only 
a small part of the curve will appear prior to changes introduced 
when the longitudinal or oscillatory acceleration is initiated. 
Ideally one would like to compute the complete transient ac
celeration effects on an SRM's internal ballistics throughout 
the entire firing, from propellant burning initiation to burnout, 
but this is not readily feasible due to present computational 
limitations. Excessively long computer runs for long-duration 
unsteady flows of 1 to 2 s with acceleration effects were cir
cumvented by starting the RCM unsteady flow runs from the 
quasi-steady flow results and then applying the acceleration 
field. This field was either a constant forward acceleration or 
an oscillatory acceleration in the form of an axial motor shak
ing or vibration. 

3.2 Constant Motor Acceleration. The effects on internal 
ballistics of a solid-propellant rocket motor due to a constant 
acceleration applied suddenly during the quasi-steady burning 
process (e.g., 1 s into the firing for the case of motor 1) can 
be studied by means of a combined quasi-steady flow analysis 
and a fully unsteady flow analysis. In the first case of the 
quasi-steady flow analysis, it is fairly easy to show that the 
effects of even a very strong forward acceleration of 1000 
m/s2 are negligibly small (Langhenry, 1986; Greatrix, 1987). 
The primary result is a reduction in pressure by about 0.2 
percent all along the propellant grain. If such results were 
plotted in Fig. 2, they would be indistinguishable from the 
previous quasi-steady flow calculations of the head-end pres
sure for the case of no acceleration. Although the quasi-steady 
flow analysis can predict the reduction in pressure along the 
propellant grain, it can neither predict the transient wave mo

tion which produces this pressure reduction nor the time period 
for the readjustment to quasi-steady flow conditions. 

In the other case of the fully unsteady flow analysis, the 
effects of a suddenly applied constant acceleration were also 
very small. Quasi-steady flow calculations were switched over 
to unsteady flow computations at times of 0.4, 0.8 and 1.2 s 
into the firing of motor 1 (to reduce CPU times and obtain 
results at different pressure levels and erosive burning rates in 
the motor chamber). A forward acceleration of 1000 m/s2 was 
initiated shortly thereafter. The introduction of this sudden 
acceleration immediately produced very weak waves which 
were distributed along the grain. Although these waves were 
barely observable in the numerical results (which also contain 
some numerical noise from operator-splitting corrections), they 
appeared to criss-cross the motor chamber length wise and 
rapidly establish a slightly lower pressure all along the grain, 
in essential agreement with that calculated by the quasi-steady 
flow analysis. The readjustment time was difficult to quantify, 
because the wave motion was weak, but it appeared to be less 
than the time for a wave to propagate from the nozzle to the 
head-end. 

3.3 Oscillatory Motor Acceleration. The oscillatory ac
celeration forced on the rocket motor is harmonic, given by 
the equation x( t) = Ax,„sin(27r//A/), where At is the time meas
ured from when the applied acceleration was initiated. This 
produces a motor acceleration given by fi(t) = -(2irf/)2 

Ax,„sm(2irffAt). Note for interest that a maximum displacement 
of Axm = 1 mm and a forced frequency// = 610 Hz produces 
a maximum motor velocity of 3.83 m/s and maximum accel
eration of 14,700 m/s2. 

The effects of different forced motor oscillation frequencies 
of 0, 305, 610, and 1220 Hz on motor 2 (with a maximum 
displacement Ax„, of 1 mm) are shown in Fig. 3. The first half 
,of each curve for the head-end pressure history is calculated 
with the quasi-steady flow analysis (smooth part). Then, just 
as the motor oscillation is initiated, the fully unsteady flow 
analysis is used to continue the computations (portion with 
low level numerical noise). In the first case of no motor shaking 
(0 Hz), the unsteady flow computations simply continue the 
slowly rising pressure trend from the quasi-steady flow anal
ysis, as expected for progressive propellant burning. In the 
second and last cases, the motor shaking at 305 and 1220 Hz 
produces low level fluctuations in the head-end pressure his-
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tory, which are the result of weak waves that build up and 
criss-cross the motor chamber length wise. For the third case 
with an oscillation frequency of 610 Hz, the pressure fluctua
tions grow to a much more significant amplitude, because the 
waves which criss-cross the chamber are much stronger. These 
fluctuations do not grow indefinitely, but rather become 
bounded in amplitude, as will be shown later. These four results 
for different motor oscillation frequencies aptly illustrate that 
the internal ballistics are sensitive to motor oscillations near 
the chamber natural frequency, which is about 610 Hz for 
motor 2. Note that this natural frequency is defined here as 
twice the length of the motor chamber (without the nozzle) 
divided by the time for a sound wave to propagate with the 
flow from the head-end to the start of the nozzle and against 
the flow back to the head-end. 

The effects of different motor oscillation amplitudes for a 
motor shaking frequency which is constant at about the natural 
chamber frequency are illustrated in Fig. 4 for motor 2. In 
both cases (oscillation amplitudes Ax„, of 1 mm and 3 mm), 
the fluctuations in the head-end pressure build up and gradually 
reach a bounded amplitude. Furthermore, the base pressure 
or average of the pressure fluctuations are shifted upwards to 
a higher pressure (above the quasi-steady flow calculations 
shown by the dashed line), and these effects are stronger for 
a larger maximum vibration amplitude. Note that the larger 
fluctuations have steep fronts, because the compressive part 
of the wave that criss-crosses the motor chamber steepens into 
a shock. 

The criss-crossing wave motion in the motor chamber and 
the manner in which the wave develops its shock front are 
illustrated clearly in Fig. 5, for the case of motor 2 with Axm 

= 3 mm and f/ = 610 Hz. Spatial distributions of pressure 
in the chamber at sequential times intervals from 30.8 to 33.4 
ms are depicted. Each successive distribution is displaced 
slightly upwards from the previous one, both for clarity and 
to produce the effect of a time-distance diagram. Only one 
wave is criss-crossing the chamber. It develops a steepening 
front as it travels towards the head-end and also after reflecting 
from the head-end. This continued steepening produces a shock 
front as the wave moves towards the nozzle. The shock then 
leaves the chamber via the nozzle, but its interaction with the 
nozzle convergence produces a reflected compression wave 
which travels towards the head-end, initiating a new criss
crossing process. 

The formation of a shock fronted wave depends on a number 
of factors. If the wave produced by the oscillatory motor 
acceleration is not very strong, because the shaking frequency 

X ( m ) 
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Fig. S Spatial distributions of pressure at time intervals from 30.8 to 
33.4 ms for motor 2, showing a wave criss-crossing the chamber 
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Fig. 6 Effects of later burning times on the amplitude of pressure 
fluctuations produced by motor shaking (motor 1, Ax„, = 1 mm, 
f, = 650 Hz) 

is not near resonance, or the shaking amplitude is small, then 
this weak wave will not have a sufficient distance on travelling 
twice the motor length to develop a shock front. However, if 
the area convergence of the nozzle is more rapid, then the 
compression front of a reflected compression wave will be 
shorter and thereby lead to a more rapid steepening and sub
sequent shock front development. 

The amplitude of the pressure fluctuations from the wave 
criss-crossing the motor chamber depends not only on the 
motor shaking frequency and maximum motor oscillation, but 
also on the initiation time in the firing. At later times in the 
firing, the motor chamber pressure is higher and the nozzle 
throat area divided by the grain port area is smaller. High 
chamber pressures and especially more severe area contractions 
result in a stronger reflected wave. This is illustrated in Fig. 
6 for the case of motor 1, with a motor shaking frequency of 
650 Hz and a maximum amplitude of 1 mm. When the motor 
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shaking is initiated at a time of 0.7 s into the firing, the head
end pressure is about 8 MPag and the nozzle-throat to grain-
port area ratio is about 4, whereas later in the progressive burn 
at 1.5 s the head-end pressure has risen to about 13 MPag and 
the throat-area to port-area ratio is approximately 9. The pres
sure fluctuations at the head-end for the first case (initiation 
time of 0.7 s) are fairly weak waves without steep fronts, 
whereas in the second case the wave reaches a fairly large 
bounded amplitude and it does develop a shock front. It is 
fairly obvious from these numerical results that head-end pres
sure fluctuations are more severe for cases with shaking ini
tiation later in the firing when the chamber pressure is larger 
and the nozzle-throat to grain-port area ratio is smaller. A 
smaller area ratio or a larger area contraction at the nozzle is 
the dominant mechanism in producing larger pressure fluc
tuations. 

The effect of varying the inert particulate loading for a 
constant motor shaking frequency of 650 Hz at a maximum 
amplitude of 1 mm is illustrated in Fig. 7 for motor 1. The 
head-end pressure history for the case of a particle loading of 
10 percent has fairly significantly lower pressure oscillations 
than the original case with no particulates, and an upward 
shift in the base pressure is now completely depressed. Fur
thermore, the resulting weaker waves do not develop steep 
fronts. Therefore, the inert particulates tend to suppress the 
development of any strong wave motion from the forced motor 
oscillations. This might have been anticipated, because inert 
particles are often added to propellants to help suppress com
bustion instability. 

3.4 Motor Acceleration With a Pulse Disturbance. 
During the acceleration phase of a rocket motor a small piece 
of propellant can sometimes break free from the grain, be 
entrained in the core flow, and finally be expelled from the 
motor through the nozzle. As this burning fragment is swept 
along the grain and through the nozzle throat by the core flow 
it will produce disturbances in the core flow, which are often 
greatest while it is in the nozzle (from additional flow choking). 
These disturbances affect the burning rate along the grain, and 
both of these in turn affect the motor thrust. If the motor 
thrust is rapidly decreased and then recovers from this effect, 
then the motor acceleration will likely follow this trend, and 
such a thrust fluctuation about a mean value might result in 
new or re-enforced wave motion in the chamber. Such coupling 
effects may be weak such that the disturbances decay with 
time, or they may be strong and cause the disturbances to grow 
into a combustion instability (Baum and Levine, 1986), or they 
might result in some sustained limit cycle. In this section the 
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combined effects of a motor acceleration and pulse disturbance 
are investigated to see if any strong coupling effects might exist 
in our model. 

For this case the SRM was released from a launch station 
at a time of 0.5 s into the firing, afterwhich it was considered 
in free flight. The pulse disturbance was initiated at a time of 
1.51 s, while the rocket was accelerating forward. To obtain 
the SRM flight characteristics in a step-by-step manner along 
the rocket trajectory, while the propellant was being expended 
and the rocket accelerated, a simple nozzle design was con
sidered so that the motor thrust could be computed easily at 
sequential times, and a simple drag coefficient varying with 
flight Mach number was used to incorporate this external aero
dynamic retardation force. When the pulse disturbance was 
applied (at 1.51 s), the rocket velocity was 450 m/s and its 
acceleration was 320 m/s2. The applied pulse was simple, con
sisting of suddenly increasing the pressure by 40 atm (4 MPa) 
over the front half of the motor chamber, next to the head
end, and then computing subsequent transient flow events. 

The head-end pressure history from these computations are 
presented in Fig. 8 for motor 1. The head-end pressure increases 
suddenly when the pressure pulse is introduced, and this in
crease is magnified by increased propellant burning rate from 
the higher pressure. The resulting high-pressure region is re
leased as expansion and shock waves accelerate these com
bustion products towards the nozzle exit, much like that which 
happens in a shock tube. However, the shock wave travelling 
towards and eventually through the nozzle eventually produces 
a reflected shock wave from its interaction with the area con
vergence preceeding the nozzle throat. This new shock wave 
travels the length of the chamber and then reflects from the 
head-end. After reflection it eventually passes out through the 
nozzle, but in the process it produces another reflected shock 
wave. In this example, each new reflected shock criss-crosses 
the motor chamber, becomes weaker, and thereby results in a 
decaying sequence of pressure oscillations of the head-end 
pressure history (Fig. 8). As these pressure oscillations decay, 
the propellant combustion in the motor chamber which is still 
accelerating returns to a process of essentially quasi-steady 
burning. 

These results illustrate that coupling effects between the 
pulse disturbance, combustion process, and motor thrust and 
acceleration are fairly weak, because the pressure fluctuations 
from this rather severe disturbance decay fairly quickly. The 
fluctuating motor acceleration due to the fluctuating thrust, 
as shock waves criss-cross the chamber and leave through the 
nozzle, do not produce pressure-wave excursions (instability) 
in the motor chamber, or even sustained pressure oscillations 
which are bounded in amplitude. 

4 Concluding Remarks 
A fairly comprehensive numerical model has been presented 
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to describe the effects of longitudinal acceleration on the be
havior of internal ballistic flows in an SRM. Although ap
proximations have been made concerning the nature of the 
unsteady two-phase core flow and the bounding flame zone, 
the overall effects of longitudinal accelerations under different 
motor firing conditions have been clarified. Strong forward 
accelerations during and after a rocket launch produce almost 
negligible effects, and strong disturbances in the core flow of 
an accelerating rocket decay with time (for the case of the 
present combustion model), rather than producing a sustained 
or an amplified feedback to cause sustained chamber pressure 
oscillations or a runaway excursion. On the other hand, motor 
shaking at frequencies near the natural frequency of waves 
criss-crossing the chamber can result in sustained chamber 
pressure oscillations of significant amplitude. Additionally, it 
has been shown that the effect of inert particles on an SRM's 
internal ballistics always suppresses pressure fluctuations in 
the motor chamber. 

Excessive vibrations of a nonrigid test stand should likely 
be avoided during the static testing of rocket motors, since 
motor shaking near the natural chamber frequency can possibly 
cause sustained pressure oscillations in the combustion cham
ber. Although we have no direct experimental evidence of 
motor failure from this effect to support this recommendation, 
our study was initiated to determine numerically if test-stand 
vibrations could possibly explain some motor failures at the 
Defence Research Establishment Valcartier, Courcelette, Que
bec. 

The present combustion model does not contain the effects 
of transient propellant burning. Since transient burning effects 
often make the coupling between flow disturbances and the 
combustion response process more sensitive, the results of this 
study should be considered as providing a better understanding 
of rocket acceleration effects by illustrating the correct trends, 
but should not necessarily be considered as providing quan
titative information. 

Acknowledgment 
This research was funded by the National Sciences and En

gineering Council of Canada under grant no. A4539, and this 
support is much appreciated. 

References 
Baum, J. D., and Levine, J. N., 1986, "Modeling of Nonlinear Longitudinal 

Instability in Solid Rocket Motors," Acta Astronautica, Vol. 13, No. 6/7, pp. 
339-348. 

Chorin, A. J., 1976, "Random Choice Solution of Hyperbolic Systems," 
Journal of Computational Physics, Vol. 22, pp. 517-533. 

Clift, R., Grace, J. R., and Weber, M. E., 1978, Bubbles, Drops and Particles, 
Academic Press, New York. 

Colella, P., 1978, "An Analysis of the Effect of Operator Splitting and of 
the Sampling Procedure on the Accuracy of Glimm's Method," Ph.D. thesis, 
Department of Applied Mathematics, University of California, Berkeley, Calif. 

Colella, P., March 1982, "Glimm's Method for Gas Dynamics," SIAM Jour
nal of Scientific and Statistical Computing, Vol. 3, No. 1, pp. 76-110. 

Glimm, J., 1965,-"Solution.in the Large for Nonlinear Hyperbolic Systems 
of Equations," Communications in Pure and Applied Mathematics, Vol. 18, 
pp. 697-715. 

Gottlieb, J. J., 1988, "Staggered and Nonstaggered Grids with Variable Node 
Spacing and Local Time Stepping for the Random Choice Method," Journal 
of Computational Physics, Vol. 78, No. 1, pp. 160-177. 

Gottlieb, J. J., and Coskunses, C. E., Feb. 1985, "Effects of Particle Volume 
on the Structure of a Partly Dispersed Normal Shock Wave in a Dusty Gas," 
UTIAS Report No. 295, Institute for Aerospace Studies, University of Toronto, 
Toronto, Ontario, Canada. 

Gottlieb, J. J., and Groth, C. P. T., 1988, "Assessment of Riemann Solvers 
for Unsteady One-Dimensional inviscid Flows of Perfect Gases," Journal of 
Computational Physics, Vol. 78, No. 2, pp. 437-458. 

Greatrix, D. R., 1987, "Study of Combustion and Flow Behaviour in Solid-
Propellant Rocket Motors," UTIAS Report No. 280, Institute for Aerospace 
Studies, University of Toronto, Toronto, Ontario, Canada. 

Greatrix, D. R., and Gottlieb, J. J., Sept. 1987, "Erosive Burning Model for 
Composite-Propellant Rocket Motors with Large Length-to-Diameter Ratios," 
Canadian Aeronautics and Space Journal, Vol. 33, No. 3, pp. 133-142. 

Greatrix, D. R., Gottlieb, J. J., and Constantinou, T., June 1987, "Quasi-
Steady Analysis of the Internal Ballistics of Solid-Propellant Rocket Motors," 
Canadian Aeronautics and Space Journal, Vol. 33, No. 2, pp. 61-70. 

Groth, C. P. T., and Gottlieb, J. J., 1988, "On the Actual Numerical Con
vergence Rate of the Random-Choice Method for Hyperbolic Conservation 
Laws," SIAM Journal of Numerical Analysis, submitted in Oct. 1990. 

Kooker, D. E., andZinn, B. T., Nov. 5-7, 1973, "Triggering Axial Instabilities 
in Solid Rockets: Numerical Predictions," AIAA/SAE 9th Propulsion Confer
ence, AIAA Paper No. 73-1298, Las Vegas. 

Krier, H., T'ien, J. S., Sirignano, W. A., and Summerfield, M., Feb. 1968, 
"Non-steady Burning Phenomena of Solid Propellants: Theory and Experi
ments," AIAA Journal, Vol. 6, No. 2, pp. 278-285. 

Kuo, K. K., and Summerfield, M. (eds.), Oct. 1984, "Fundamentals of Solid-
Propellant Combustion," Progress in Astronautics and Aeronautics, Vol. 90, 
p. 12, pp. 409-477, pp. 515-659. 

Langhenry, M. T., June 16-18,1986, "Acceleration Effects in Solid Propellant 
Rocket Motors," AIAA/ASME/SAE/ASEE 22nd Joint Propulsion Confer
ence, AIAA Paper No. 86-1577, Huntsville, Ala. 

Levine, J. N., and Baum, J. D., April 1983, "A Numerical Study of Nonlinear 
Instability Phenomena in Solid Rocket Motors," AIAA Journal, Vol. 21, No. 
4, pp. 557-564. 

Miura, H., and Glass, 1.1., 1982, "On a Dusty-Gas Shock Tube," Proceedings 
of the Royal Society of London, Series A382, pp. 373-388. 

Sod, G. A., 1977, "A Numerical Study of a Converging Cylindrical Shock," 
Journal of Fluid Mechanics, Vol. 83, pp. 785-794. 

Von Elbe, G., 1966, "Solid Propellant Ignition and Response of Combustion 
to Pressure Transients," AIAA Paper No. 66-668. 

410 / Vol. 114, SEPTEMBER 1992 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Kenji Katoh 
Lecturer, 

Department of Mechanical Engineering, 
Osaka City University, 

Osaka 558, Japan 

Hideorni Fujita 
Professor, 

Department of Mechanical Engineering, 
Nagoya University, 
Nagoya 464, Japan 

Eiichiro Imazu 
Engineer, 

Toho Gas Co., Ltd., 
Atsutaku, Nagoya 456, Japan 

lotion of a Particle Floating on a 
Liquid Meniscus Surface 

A small particle floating on a liquid meniscus surface near a vessel wall tends to 
approach the wall spontaneously. This particle behavior was theoretically investi
gated. Because of the solid-liquid wettability, an unbalanced force is caused in the 
tangential direction to the liquid surface and the particle moves toward the wall. 
Since the particle is excessively drawn into the liquid due to the wettability, an 
excessive buoyant force acts on the particle in the vertical direction. The force caused 
by the wettability points in the normal downward direction to the liquid surface 
and is balanced with that component of the buoyant force. Then the tangential 
component of the buoyant force is not balanced and the particle moves upward 
along the meniscus surface. The particle trajectory calculation based on the above 
theoretical consideration agrees with the experimental one observed by a high-speed 
video camera system. 

1 Introduction 
A small particle floating on a liquid surface near a vessel 

wall tends to approach the wall spontaneously. For example, 
it is frequently observed in daily life that small tea leaves or 
bubbles on the tea gather near the cup wall. The liquid meniscus 
formed at the vessel wall is expected to play an important role 
in this particle behavior. When the liquid surface rises near 
the wall, as shown in Fig. 1 (a), the particle moves toward the 
wall. On the other hand, when the liquid surface rises toward 
the center of the vessel, as shown in Fig. 1 (b), it is observed 
that the particle moves toward the center away from the wall. 
In the problem of engineering, such behavior of a small particle 
on the liquid surface as stated above has close connection with 
that of flotation (Lucassen-Reynders and Lucassen, 1984). 

The purpose of this study is to clarify the mechanism of the 
particle behavior observed on the liquid surface near the vessel 
wall. The equation governing the particle motion described 
above is derived theoretically by considering the effect of the 
solid-liquid wettability, in addition to the buoyant force acting 
on the particle. In order to confirm the validity of the theory, 
the particle behavior on the liquid surface is observed by a 
high-speed video camera system. 

2 Particle Behavior on a Liquid Surface 

2.1 Particle Behavior on a Horizontal Liquid Sur
face. Before considering the particle behavior on a meniscus, 
the mechanical equilibrium of a spherical particle floating on 
the horizontal liquid surface, as shown in Fig. 2, is investigated. 
When the solid-liquid affinity is strong and the liquid wets the 
particle well, as shown in Fig. 2(b), the particle is excessively 
drawn into the liquid and the displaced liquid volume V by 
the particle becomes greater than that shown in Fig. 2(a) in 

which the effect of the solid-liquid wettability is not taken into 
consideration. On the other hand, when the liquid does not 
wet the particle well as shown in Fig. 2(c) , the particle is 
pushed up and the displaced liquid volume V decreases. 

We consider the mechanical equilibrium condition on the 
particle as shown in Figs. 2(a), (b), and (c). First, for Fig. 
2(a), in which the effect of the solid-liquid wettability is not 
considered, the gravitational force acting on the particle G is 
balanced with the buoyant force B which is proportional to 
the displaced volume of the liquid V and hence the following 
simple relation can be written. 

B = PLgV=G (1) 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
August 20, 1990. Associate Technical Editor: C. F. Freitas. 

where pL is the liquid density and g is the gravitational accel
eration. 

When the solid-liquid wettability is taken into considera
tions, the mechanical equilibrium condition of the system 
should be different from that of Fig. 2(a) because of the 
existence of the liquid meniscus formed near the particle as 
shown in Fig. 2(b). The meniscus curve contacts the solid 
surface at the contact angle 6Y (Katoh etal., 1990). Weconsider 
the force balance acting on the particle. The static pressure P 
(difference from the atmospheric pressure) acts on the part of 
the particle immersed in the liquid. If we assume an imaginary 
pressure Pat> (difference from the atmospheric pressure) acting 
on the outside of the ab surface shown in Fig. 2(b), which is 
the same magnitude as the liquid pressure acting on the inner 
side of the ab surface, the resultant of the liquid pressure 
P-Pab is equal to the gravitational force acting on the dis
placed volume V, namely, a relation P-Pab = pLgV holds. 
Therefore, the actual pressure P can be written as P = pLgV 
+ Pab. In the case of Fig. 2(a), in which the liquid surface is 
horizontal and the meniscus does not exist, Pab is zero. In Fig. 
2(b), since the meniscus surface is higher than the stationary 
liquid surface, Pab is negative and is depicted as it directs 
upward. In addition to the liquid pressure, the resultant of 
liquid surface tension E acts downward on the particle. 
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Fig. 1 Small particle movement on liquid meniscus surface near vessel 
wall 

E = al sin </> 

where a is the liquid surface tension, / is the length of the 
wetted perimeter, and </> is the angle between the meniscus 
curve at the attaching point to the particle and the vertical 
direction. 

From the above discussion, the force balance on the particle 
can be written as 

PLgV+Pab = T. + G 

.B- -pLgV=L-Pab+G (2) 

As shown in Fig. 2(b), because the resultant of the surface 
tension E directs downward when the liquid wets the solid well 
and the contact angle 9Y is small, the displaced volume of the 
liquid V and hence the buoyant force B = pLgV becomes 
greater than that in Fig. 2(a). 

Figure 2(c) shows the case that the liquid does not wet the 
particle well and 9Y is large. In this case, because E directs 
upward, V and hence the buoyant force becomes smaller on 
the contrary to the case of Fig. 2(b). 

2.2 Particle Behavior on a Meniscus Surface. We con-

L iqu id 
Surface 

Fig. 2(a) Without solid-liquid affinity 

lG+1-A.i 

Fig. 2(b) With strong solid-liquid affinity 

M e n i s c u s 

G-L-Pab 

Fig. 2(c) With weak solid-liquid affinity 

Fig. 2 Force acting on particle on horizontal liquid surface 

sider the behavior of the particle on the liquid meniscus formed 
near the vessel wall. The density of the particle is smaller than 
that of the liquid. First, the case shown in Fig. 3(a) is discussed 
where the effect of the solid-liquid wettability is neglected. The 
Archimedes principle is valid also for the curved meniscus 
surface as well as for the horizontal liquid surface. This is 
obvious because the liquid forming the meniscus is at rest. 
Therefore, the particle of the same mass with the displaced 
liquid volume V is in mechanical equilibrium and it does not 
move spontaneously on the meniscus. The force balance on 
such a particle is illustrated in Fig. 3(b). If we assume the 
imaginary pressure Pab on the ab surface in the same manner 
as the previous section, the resultant of the liquid pressure 
becomes pLgV'm the upward vertical direction. The imaginary 
pressure Pab is counterbalanced by considering negative Pab in 
the inward normal direction to the meniscus surface n. The 
resultant of the surface tension E acts in the outward direction 
of n. As a result, in the vertical direction, the gravitational 

a 
B 
D 
d 
F 

G 

g 
ht 

= capillary constant = \Ja/pLg 
= buoyant force = pLgV 
= viscous drag force 
= particle diameter 
= driving force for particle 

movement 
= gravitational force acting on a 

particle 
= gravitational acceleration 
= height of a particle out of 

liquid 

h2 

I 
m 
P 

Pab 
Re 

u 
V 

= meniscus height from station
ary horizontal surface 

= length of wetted perimeter 
= mass of a particle 
= static liquid pressure 
= imaginary liquid pressure 
= Reynolds number 
= particle velocity 
= displaced liquid volume by a 

particle 

X 

z 
a 

Or 
V 

P 
E 
a 
T 

t 

= coordinate in horizontal direc
tion 

= coordinate in vertical direction 
= 7T-0y 
= contact angle 
= kinematic viscosity 
= density 
= resultant of surface tension 
= surface tension 
= time 
= inclination angle of meniscus 

curve 
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Table 1 Behavior of particle on meniscus surface for various conditions 

Particle 
Density 

P< Pi. 

P> Pi. 

Solid-liquid 
Affinity 

Strong 

Weak 

Strong 

Weak 

Meniscus 
Shape 

Concave 

Convex 

Concave 

Convex 

Concave 

Convex 

Concave 

Convex 

Particle 
Movement 

Toward wall 

Apart from wall 

Apart from wall 

Toward wall 

Sink into liquid 

Sink into liquid 

Apart from wall 

Toward wall 

force acting on the particle G is balanced with the buoyant 
force B = pigV, and in the n direction E is balanced with 
~Pab-

Next, we discuss the case that the effect of the solid-liquid 
wettability is taken into consideration, as shown in Fig. 3(c). 
Because the liquid wets the particle, an additional small me
niscus is formed near the particle and the condition of me
chanical equilibrium is different from that as described above 
for Fig. 3(a). When the solid-liquid affinity is strong and the 
particle is wetted by the liquid, as shown in Fig. 3(c), an excess 
force based on the surface tension E' acts inward to the me
niscus surface. Since this excess force E' acts at the solid-liquid 
contacts such as a or b shown in Fig. 3(c) symmetrically around 
the circumference of the particle, E' points inward in the n 
direction. Therefore, the force balance in the n direction as 
shown in Fig. 3(b) is broken down and the particle is drawn 
excessively into the liquid. At that time, in the vertical direc
tion, since the buoyant force B = PLSVbecomes larger as the 
displaced liquid volume V increases, the difference (B - G) 
becomes positive and acts upward. Because of the solid-liquid 
affinity, the particle is drawn into the liquid in the n direction 
and moves to the position at which the /?-component of (B 
- G) is balanced with E ' . If the liquid surface inclines from 
the horizon, a force F appears in the tangential direction to 
the liquid surface, as shown in Fig. 3(c). It can be considered 
that this driving force F causes the particle movement and the 
particle rises along on the meniscus toward the wall. In other 
words, since the particle is drawn into the liquid excessively 
due to the solid-liquid affinity, an excess buoyant force acts 
on the particle and its tangential component to the liquid sur
face causes the particle movement. The driving force F in
creases as the solid-liquid affinity, the liquid surface tension 
or the inclination of the liquid surface increase. It is noted 
that F becomes zero for the particle on the horizontal liquid 
surface because the direction of E' and the buoyant force B 
coincides with each other. 

When the solid-liquid affinity is weak and the liquid does 
not wet the particle well, as shown in Fig. 3(d), the particle is 
pushed up on the liquid surface and E' acts upward in the 
normal direction to the liquid surface. In this case, because 
the buoyant force B decreases and becomes smaller than G, 
(B - G) acts downward in the vertical direction. Therefore, 
the driving force F acts downward in the tangential direction 
to the liquid surface, as shown in Fig. 3(d), and the particle 
moves apart from the wall along on the meniscus surface. 

In the above discussion, although we considered the case 
that the density of the particle p is smaller than that of the 
liquid pL, a similar consideration is also valid when the density 
of the particle is larger than that of the liquid. However, the 
discussion is limited to the case only when the solid-liquid 
affinity is weak, because if the liquid wets the solid well, the 
particle sinks into the liquid. According to the above discus-
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Fig. 4 Behavior of particle on inclined liquid surface 

sion, since B becomes smaller than G, the particle moves down
ward along on the liquid surface and apart from the wall. 

Moreover, we treated so far the meniscus curve with concave 
profile as shown in Fig. 1(a). A same consideration is also 
possible for the meniscus of convex shape, as shown in Fig. 
1(b). In that case, the particle moves apart from or toward the 
wall whether the liquid wets or does not wet the particle well. 

From the above consideration, it is possible to determine 
the particle behavior for various conditions such as the mag
nitude of the particle density p, the meniscus shape, or the 
degree of the solid-liquid wettability. The results are sum
marized in Table 1. 

3 Equation for Particle Movement on Meniscus Sur
face 

Based on the considerations in the foregoing chapter, the 
driving force F a d i n g on the particle (refer to Figs. 3(c) and 
(d)) is calculated and the equation giving the trajectory of the 
particle movement is derived. The driving force Fcan be ob
tained as the tangential component to the liquid surface of (B 
- G), which is the difference between the buoyant force B 
= p ^ K and the gravitational force acting on the particle G. 
First, in order to obtain B necessary for the calculation of F, 
the displaced liquid volume by the particle Vis estimated. 

As schematically shown in Fig. 3(c) or (d), an additional 
small meniscus may be formed around the particle. If its ex
istence is taken into consideration, the calculation of Kmay 
be very difficult. The displaced liquid volume Fby the spherical 
particle should be obtained by the equilibrium condition of 
the system, namely, that the meniscus contacts the solid surface 
at the contact angle 6Y and that the forces acting on the particle 
balance with each other. If the particle diameter is much smaller 
than the curvature radius of the liquid surface profile and the 
liquid surface is not disturbed by the particle, it may be possible 
to neglect the existence of the small meniscus for the calculation 
of V. According to this assumption, the displaced volume V 
can be calculated by a simple geometrical condition that a 
inclined straight liquid surface contacts the particle at the angle 
6Y, as shown in Fig. 4. Hence the volume Kcan be obtained 
by the geometrical calculation as 

K=TK/ 3 ( — + — c o s 3 a - — c o s a j (3) 

where d is the particle diameter and a = -K — dY indicates the 
center angle from the attaching point of the meniscus at the 
spherical particle to the vertical line. The validity of the above 
assumption will be confirmed by the comparison with the ex
perimental results in Section 4.2. From the above expression 
regarding to V, the driving force F acting on the particle in 
the tangential direction to the liquid surface can be obtained 
as 

F=(pLgV-G)s\n4, (4) 

where 4* indicates the inclination angle of the liquid surface, 
as shown in Fig. 4. In addition to the above F, the viscous 

High-Speed-
Video Camera 

Fig. 5 Experimental apparatus for measuring particle movement 

force cannot be neglected for the particle movement. For the 
Reynolds number range treated in the experiment stated in the 
following chapter, the drag force acting on the sphere was 
calculated by the following experimental expression (Bird et 
al., 1960): 

D = ̂ PLi?±Td'2'^ (2<Re<500) (5) 

where u is the velocity of the sphere and Re = ud'/v (v. 
kinematic viscosity of liquid; d': diameter of an equivalent 
sphere). Since the particle is not entirely immersed in the liquid, 
we cannot consider d' as the particle diameter. In this study, 
we calculate d' as the sphere diameter of the same volume as 
V, the volume of the particle immersed in the liquid. For the 
coordinate system shown in Fig. 4, the differential equation 
for the particle movement in the ^-direction can be written as 

d2x 
m —-^= (F-D)cos\p (6) 

dr 

where m is the particle mass and T indicates the time. The 
functional relation of the inclination angle of the meniscus 
curve ip to x and of x to z can be obtained by the solution of 
well-known Laplace equation and is described by the following 
expression (Chappius, 1982) 

cosi/' = - \ / l - z 2 / 2 a 2 

x = y4a1-z2-a'arcoshl — I - a (y/l - arcosh\f2) (7) 

where a is the capillary constant defined by a = \jo/pLg. In 
Eq. (7), the wall and the stationary liquid surface are described 
by x = 0 and z = 0, respectively, and the meniscus is assumed 
to be in contact with the vessel wall at 0 deg. In order to 
compare the theoretical results with experimental ones in Sec
tion 4, the boundary conditions of the differential Eq. (6) are 
chosen as follows: 

„ dx 
r = 0 : — = 0, 

dT (8) 
T=1:X=0 

The particle trajectory X(T) or velocity U{T) = dx/dr can be 
obtained from the solution of Eq. (6). Equations (6) and (8) 
were solved numerically using Adam's method. 

4 Trajectory of Particle Movement on Meniscus Sur
face 

4.1 Experimental Apparatus. In order to confirm the va
lidity of the theory as stated above, the particle behavior near 
the wall was observed by a high-speed video camera (NAC, 
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Test 
Par t ic le 

L i q u i d ^ X 

Fig. 6(a) Experimental apparatus 

Meniscus 
L 

Fig. 6(b) Particle on liquid surface 

Fig. 6 Measurement method of contact angle between particle and test 
liquid 

Table 2 Contact angles between foaming phlystyrol and water 

Part icle 
Diameter (mm) 

1 . 7 9 9 

2 . 0 9 6 

2 . 0 9 5 

2 . 1 0 7 

1 . 8 1 1 

1 . 8 8 8 

2 . 2 8 3 

1 . 9 2 3 

2 . 0 9 6 

1 . 9 5 4 

1 . 7 7 6 

^ ^ ^ 

A, 

0 . 

1 . 

0 . 

1 . 

0 . 

0 . 

1 . 

0 . 

0 . 

0 . 

0 . 

(ram) 

7 9 

0 2 

9 6 

0 4 

7 9 

8 5 

0 2 

9 6 

9 8 

8 7 

8 2 

A2 (mm) 

0 . 0 8 

0 . 0 6 

0 . 0 5 

0 . 0 8 

0 . 0 5 

0 . 0 9 

0 . 0 7 

0 . 0 5 

0 . 0 8 

0 . 1 0 

0 . 0 5 

Average 

Contact 
Angle (") 

8 1 . 1 

8 6 . 2 

8 2 . 7 

8 7 . 1 

8 0 . 6 

8 2 . 3 

8 0 . 8 

8 8 . 1 

8 3 . 9 

8 1 . 6 

8 3 . 8 

8 3 . 5 

HSV-200) as shown in Fig. 5. The test liquids are water at 
25°C (surface tension a = 7.28 x 10^2 N/m, density pL 

= 998 kg/m3, kinematic viscosity v = 0.8933 x 10~6 m2/s) 
and ethanol at 15°C (a = 2.37 x 10~2 N/m, pL = 793 kg/ 
m3, v = 1.642 x 1 0 6 m2/s). A glass plate was used as the 
vessel wall to which the meniscus attached, and foaming phlys
tyrol (density p = 69.7 kg/m3) was used as the particle. 

4.2 Contact Angle Between Particle and Liquid. In order 
to calculate the driving force F based on the theoretical result 
stated in the previous section, the contact angle 6Y between 
the particle and the liquid is needed. The particle used in this 
study is too small to measure the contact angle in the usual 
manner, so we measured 6Y by the following method. 

As described in Section 2, it is considered that the solid 
particle floating on the liquid contacts the liquid at the contact 
angle dY (Katoh et al., 1990). 8Y was measured based on this 
fact. Using the reading microscope as shown in Fig. 6(a), the 
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Fig. 7 Comparison of calculated particle trajectory with experiment 

height of the part of the particle out of the liquid surface ht 

and the meniscus height from the horizontal liquid surface h2 

as shown in Fig. 6(b) were measured. Regarding Eq. (2), which 
indicates the force balance on the particle, the following expres
sion can be written 

pLgir\7di-^dh\ + -h\) - pLgh2'-Khx(d-hx) 

-lirsjdh^-hlcosidy+a-- ir) ><j + -pgirdl (9) 

From Eq. (9), the contact angle 6Y can be calculated as follows: 

pLg I tfVl 2 - dh\/4 + h\/6 - h ih2 (d - h,) /2) - pgdV 12 

ay i dh. •h\ 

- s m - ' ( l - 2 / i , / £ 0 (10) 

The measured contact angles for water are shown in Table 2. 
The scatter of the results are within 5 deg and the uncertainty 
of each measured value (odds = 20:1) is ±1.9 deg. The average 
contact angle for ethanol is 24.1 deg and the uncertainty is 
±2.8 deg. From these results, the validity of the method used 
in this study is verified. 

The displaced liquid volume V, calculated by using measured 
hi of Fig. 6(b), agrees within 6 percent with that by Eq. (3), 
in which V is calculated based on the assumption that the 
additional small meniscus formed near the particle is neglect-
able. The validity of the assumption made in Section 3 is 
verified. 
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4.3 Results of Particle Trajectory. Figure 7 shows a com
parison of the theoretical results of Section 3 with those meas
ured by the high-speed video camera. The figure indicates the 
trajectory of the particle for 1 second before it reached the 
vessel wall. Figures 7(a) and (b) are the results for the water 
and the ethanol, respectively. Although for water the moving 
distance of the particle for 1 second is somewhat larger for 
the theoretical results than that for measurements, the theory 
represents well the particle movement observed experimentally. 
The mechanism of the particle behavior on the meniscus sur
face can be explained by the.theoretical consideration in this 
report. The deviation between the theory and the measurements 
for water is caused from the estimation of the viscous drag 
calculated by Eq. (5). Because the contact angle 0Y for water 
is large compared with that for ethanol, the volume of the part 
immersed in the liquid V calculated by Eq. (3) is nearly one 
half of the particle volume and hence the drag D calculated 
by Eq. (5), in which the equivalent diameter d' is used instead 
of the particle diameter d, includes some inaccuracy. For 
ethanol, however, the particle is almostly immersed in the 
liquid and the viscous drag can be estimated accurately. So 
the theory agrees well with the experimental results for ethanol. 

5 Conclusions 
The particle behavior observed near the vessel wall was ex

plained theoretically. Because the particle is.excessively drawn 
into the liquid due to the solid-liquid wettability, an excessive 
buoyant force acts on the particle in the perpendicular direc
tion. The tangential component to the liquid surface of the 
buoyant force causes the particle movement toward the wall. 
Based on the above consideration, the trajectory of the particle 
movement was theoretically calculated. 

The particle behavior observed by the high-speed video cam
era agrees with that obtained theoretically. 
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The Magnitude of Basset Forces 
in Unsteady Multiphase Flow 
Computations 
The equation of motion of a small spherical particle moving in a fluid is solved 
numerically with the radius of the sphere and the ratio of fluid to particle densities 
being parameters. The Basset force term is computed and compared to the total 
force on the particle for the case of turbulent flow in a duct. It is found that the 
Basset force may be neglected in the equation of motion of the particle only when 
the fluid to particle density ratio is very high and the particle diameter is greater 
than 1 ixm. A dimensional analysis is also performed for the case when the particle 
size and the characteristic flow dimension are of the same order of magnitude. In 
the latter case, it is deduced that the Basset force is significant whenever the flow 
Reynolds number is greater than one. 

Introduction 
With the wide availability of computational power, the num

ber of Lagrangian computations for flows involving dispersed 
particles or bubbles has increased dramatically in the last dec
ade. Lagrangian dynamic simulation of ensembles of particles1 

and Monte-Carlo methods are frequently used tools in sci
entific and engineering applications (Berlemont et al., 1991; 
Brady, 1991; Michaelides et al., 1991). All of these compu
tations typically start with the equation of motion of a particle 
in creeping flow (Maxey and Riley, 1983; Clift et al., 1978) 
and use closure equations or empirical coefficients (Clift et al., 
1978; Brenner and Happel, 1964; Michaelides, 1988) to account 
for finite Reynolds numbers, acceleration effects or proximity 
to walls. 

The vast majority of the Lagrangian computations have been 
made for situations where the history (or Basset) term in the 
equation of motion of the particle is very small in comparison 
to other terms. Therefore, this term is usually neglected in the 
equation of motion, a very convenient assumption, which not 
only reduces the order of the differential equation of the par
ticle motion, but also diminishes the memory requirements of 
the computations by not retaining information on the history 
of the acceleration of the particles. This paper examines a few 
cases where this history term is comparable to the other terms 
in the equation of motion and its inclusion and computation 
may not be avoided. These cases are in general, particle flows 
where the ratio of the fluid to particle density, /3, is of the 
order or less than one and cases where the characteristic di
mension of the flow is comparable to that of the particle. 

The Equation of Motion of a Particle 
The dimensionless form of the equation of motion of a 

particle is as follows (Maxey and Riley, 1983): 

The word "particle" is used in a generic context and includes droplets and 
bubbles, in addition to solid particles in the fluid. 
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dVj 1 d 
Ui-^UUJ Vi — Mi — - 5 U: 

v . - u , - ^ 

-da 
•slt-a 

yu0jx Dt 
(1) 

The operator d/dt denotes a derivative following the particle 
and D/Dt a derivative following the fluid. In creeping flow 
these two derivatives are approximately the same. The char
acteristic time of the particle (jp = 2ppa

2/9n) and the charac
teristic fluid velocity U0 have been used to make the foregoing 
equation dimensionless. The Laplacian operator (denoted by 
the repeated index jj) is made dimensionless by the charac
teristic distance L of the flow; a is the particle radius, (3 is the 
dimensionless density p/pp, and 5 is the ratio of the dimensions 
a/L. The subscripts / and p refer to the fluid and particles, 
respectively. 

It must be pointed out that the third terms in the parentheses 
of the added mass, drag and Basset terms are the corrections 
due to the curvature of the undisturbed flow field. Since the 
equation is valid for 5«1 all three of these terms can be 
justifiably neglected; since for creeping flow D/Dt« d/dt Eq. 
(1) is reduced to the one in Clift et al. (1978). It is obvious that 

• the Basset force term can only be a priori neglected if / 3 I / 2 « 1 . 
For the same reason the added mass term (which is proportional 
to (3) should be also neglected. In this case the inertia term is 
balanced by the steady state drag and gravity. 

Particle Flowing in a Turbulent Velocity Field (L » a) 
Calculations were made on the relative importance of Basset 

term for the case of an ensemble of particles flowing in a well 
defined turbulent velocity field. The flow field created in a 
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horizontal pipe was chosen because the characteristics of tur
bulence are well known (Hinze, 1976). The diameter of the 
pipe was such as to always justify the inequality a«L. Tur
bulence was simulated by a standard procedure known as 
Monte-Carlo simulation (Gossman and Ioannides, 1983). Tur
bulent eddies were simulated by Gaussian random numbers 
appropriately correlated (Hinze, 1976). The size of each eddy 
was related to the magnitude of its kinetic energy and, hence, 
to the magnitude of the random numbers (Hinze, 1976; Mi
chaelides et al., 1992). The time scale of interaction of a particle 
with an eddy was taken as the smallest of two characteristic 
times: the life-time of the eddy and the time it would take the 
particle to traverse the eddy (Michaelides et al., 1992). For 
simplicity elastic collisions of particles with the walls were 
assumed. It was also assumed that all the particles were released 
from the centerline. 

The history integral in the equation of motion of each par
ticle was calculated as the sum of all the relative accelerations 
of the particle in the time interval from 0 to t. This procedure 
necessitated storage of all the particle accelerations from the 
commencement of motion. Since the equation of motion is 
implicit with respect to the particle acceleration, the latter was 
calculated by iteration: In the first trial the current particle 
acceleration was calculated by assuming its value in the Basset 
term to be zero. The value obtained in the first trial was inserted 
in the Basset term and a closer approximation was obtained, 
until the two values differed by less than 1 percent. This ac
curacy level was usually achieved in less than five iterations. 

The ratio of the Basset force to the sum of all forces on the 
particle, FB/FT, was computed for four separate particles re
leased at the centerline. Figure 1 depicts the average ratio FB/ 
FT for the case of sand particle flow in water (pp/pf =2.7, 
a = 10"4 m, Re = 30,000 for the pipe flow). It is observed that 
initially the Basset force terms accounts for approximately 30 
percent of the total and that eventually (after a time interval 
of approximately 700TP) it levels off between 15 and 18 percent. 
Although the results of this figure were calculated for four 
individual particles, they are representative of the trends ob
served in all the particle trajectories. 

Figure 2 shows the effect of particle radius on the Basset 
force term. The calculations were made for pP/p/= 0.0012 (ap
proximating the air to water density ratio) and for Reynolds 
number of 30,000. The calculations were accomplished for an 
ensemble of five hundred particles, which advance by a distance 
of fifty pipe diameters. The results depict the time and ensemble 
average of the history term after all particles have advanced 
by fifty pipe diameters. The logarithm of the particle diameter 
(measured in m) is of base 10. It is shown that the Basset force 
term accounts for approximately 24 percent of the total for 
a < 10 ~4 m and that this term decreases rapidly for particles 
of greater size. It was observed that in the latter case the added 
mass and steady drag terms dominated the equation of motion. 

Calculations were also performed for pp/pf» 1 (e.g., 1000), 
which are predominant in gas-solid flows. In all these cases it 
was found that the Basset terms were less than 5 percent of 
the total. This is of the same order as the accuracy of the 
particle equation of motion and of the computer program used 
for the present calculations. For this reason one may justifiably 
neglect the history term in the equation of motion of the par
ticle. 

Low Re Flow With L~a 
This case is met in many engineering applications such as 

particle flow through porous media, membranes with small 
cylindrical pores, filters and capillary tubes (for injection pur
poses). The implied proximity to the walls influences consid
erably the drag, added mass and Basset terms in the equation 
of motion of the particle. In general this influence can be 
modeled by the introduction of coefficients, which are derived 
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Fig. 1 Dimensionless Basset force for four particles of 100 ;im radius 
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Fig. 2 The effect of particle diameter on the Basset force; ratio of 
densities 0.0012 

analytically or empirically (Clift et al., 1978). Because of the 
geometry of the flow (very narrow passages) these coefficients 
differ in the three spatial directions (the fluid appears to be 
an anisotropic medium). Therefore, second order tensors are 
used as correction factors in the drag, added mass and history 
terms (Hinze, 1971; Dagan et al., 1982) which are largely un
known for most flow cases. These factors depend strongly on 
the relative distance of the particle from the wall and are in 
general of the order of one. 

Order of magnitude calculations prove that even when the 
fluid viscosity is very low (such as with air or water flow) the 
characteristic time of the particles TP is in general greater than 
the characteristic time of the flow L/U0. Therefore, it is ad
vantageous for the computations to use the latter in making 
the equation of motion of the particle dimensionless. In this 
case the equation of the motion of the particles with the an
isotropic correction factors becomes: 

civ, 1 n 

dt 2 
Jt{v

P«Vi-Jki(ui + -8\J\\ 

2Re5' 
9/3 ^/W/-^/f«» + 7«2«u/ 

26VirReJo 

6 

— {\pkiVi-\
f
ki(ui + -82uijj 

sit-a 
-da 

= ( l - / 3 ) F r " \ + / 3 ^ , (2) 
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where Re is the Reynolds number of the flow (U0L/v), Fr the 
Froude number (U0

2/Lg) and x-, a unit vector in the vertical 
direction. The tensors -qki, 6ki, and \ki are for the correction 
factors in the flow as explained above. The ratio of the Basset 
to the steady drag force coefficients is equal to WRe/vV. Given 
that 5 is of the order of one this ratio is proportional to VRe. 
Thus, for Reynolds numbers not much less than one, it is 
expected that the Basset term may be of higher significance 
than the steady drag force term. It must be pointed out that 
such flows are common in capillaries even with low viscosity 
fluids: e.g., water flow with'velocity 0.1 m/s through a 10 /̂ m 
capillary has a Reynolds number equal to 1. 

It is also observed in the above equation that the ratio of 
the added mass to the steady drag term is equal to 4Re5 /9 , 
which is of the order of Re. Again as with the Basset force 
term, the added mass term becomes significant in the equation 
when the Reynolds number is not much less than one. 

Conclusions 
The conditions, under which the Basset term in the equation 

of motion of a particle becomes significant, have been inves
tigated. It was found that the term should not be neglected 
when the fluid to particle density ratio is comparable to one 
and when the particle size is very small. Also dimensional 
analysis shows that both the added mass and the history terms 
should be accounted for whenever the characteristic dimension 
of the flow is comparable to the size of the particle and the 
Reynolds number of the flow is not much less than one. 
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Numerical Analysis of Gas-Particle 
Two-Phase Subsonic Freejets 
This paper describes a numerical analysis of gas-droplet two-phase subsonic free 
jets in the axisymmetric system. Thermal coupling through heat transfer to droplets, 
as well as momentum coupling through aerodynamic drag responsible for droplet 
motion, is taken into account in the present numerical model. The Navier-Stokes 
equations for a gas-phase interacting with particle phase are solved by a time-
dependent difference technique and the particle-phase is solved by a discrete particle 
cloud model. The jet flow structures of mixture composed of air and water-droplets 
with 1 fim, 5 ixm, and 30 jxm, respectively, in diameter are calculated with a single 
particle size. Some of significant characteristics for the two-phase subsonic free jets 
are pointed out, in particular, focusing upon the effect of particle size on the flow 
structure. 

1 Introduction 
Gas-particle flows are used in a wide range of various in

dustrial applications such as cyclone separators and classifiers, 
pneumatic conveying of powder, spray drying and cooling, as 
well as mist cooling, which is commonly applied to the sec
ondary cooling zone in the continuous casting process of slabs. 
For analyzing gas-particle flow through a nozzle, a number of 
models have been developed. We also have extended the quasi-
one-dimensional flow model which was described by Zucrow 
and Hoffman (1977) to the case where the continuous distri
bution of particle size is present, and we have nearly established 
the analytical procedure to evaluate all of the flow properties 
for both gas and particle phases in a nozzle (Hatta et al., 1988, 
1989a, 1989b). 

Gas-particle flows are characterized by coupling between 
phases. The thermal coupling through heat transfer from the 
gas-phase to the particle-phase and the momentum coupling 
through aerodynamic drag responsible for particle motion must 
be incorporated in the numerical flow model. 

Next, as we discussed by Crowe (1982), the flow of a gas-
particle mixture can be categorized according to the signifi
cance of particle-particle collisions on particle motion. A flow 
in which particle motion is controlled by collisions is a dense 
flow. A flow in which particle motion is controlled by the 
aerodynamic forces on the particle is regarded as a dilute flow. 
The delineation between dilute and dense flows is qualitatively 
established by the ratio of the aerodynamic response time ?A 
to the time between collisions TC. if TA/TC<1, a particle has 
time to respond to the local gas velocity field before the next 
collision so its motion is dominated by aerodynamic forces. 
In such case, the flow can be regarded as a dilute one. Also, 
Ishii et al. (1989) have quantitatively given the criterion for 
the diluteness of gas-particle suspensions from a little different 
angle. They state that except some extreme situations particle-
particle collisions can be neglected if the particle mass loading 
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ratio v is 0(1) and hence the particle volume fraction ep is 
0(10 3). The effect of collisions is neglected in the present 
numerical model, because the mixture composed of air and 
water-droplet will be treated in an allowable range of v. 

This paper is concerned with a numerical analysis of subsonic 
gas-particle free jets exhausted from a round nozzle into a 
quiescent gas. Therefore, a system of equations governing the 
nonequilibrium, steady and quasi-one-dimensional nozzle flow 
of gas-particle mixture is numerically solved from a reservoir 
to a nozzle exit, and then all of the flow properties at the nozzle 
exit are applied to the boundary condition of two-phase free 
jets. The numerical model for gas-particle flows is constructed 
by incorporating the particle trajectory method (Crowe et al., 
1977 and Dukowicz, 1978) into the system of gas-phase equa
tions in the so-called two-fluid model (Harlow and Amsden, 
1975). The particle clouds are divided into a large number of 
small subclouds according to the previous paper (Ishii et al., 
1989). In each subcloud, the particles are approximated to 
have the same velocity and temperature. The particle flow field 
is solved by following the behavior of all the subclouds in the 
flow field. The axisymmetric Navier-Stokes equations for the 
gas-phase interacting with the particle-phase are solved using 
the Stokes hypothesis. In estimating the momentum and energy 
transfer rates between gas and particle phases, the contribu
tions from the clouds to the gas-phase are averaged in a com
putational cell with an appropriate cross-sectional area. The 
present calculations are performed with a single particle size. 
Three cases are treated where 7P = 0.5 pm, 2.5 /xm and 15 LUTI, 
respectively, where Tp denotes the radius of droplet. Again, 
the mass loading ratio is taken to be t>0 = 0.3 in a reservoir for 
any case. The calculation has been made on Fujitsu VP-2600 
super computer at the Data Processing Center of Kyoto Uni
versity. The VP-rate in our computer program, which expresses 
a rough efficiency of the computation speed in vector com
puter, is approximately unity. 

2 Governing Equations 
The flow model for gas-particle mixtures is built up on 
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several usual assumptions as follows: (i) Particles are spherical 
water-droplets with a uniform diameter and a constant specific 
heat, (ii) Particles occupy negligible volume and are discrete, 
so that particle-particle collision, agglomeration and/or de
composition of the particles are neglected, as mentioned in the 
introduction, (iii) Gas-particle interaction occurs through aero
dynamic drag responsible for particle motion, (iv) Energy ex
change between particles and gas occurs only through 
convection, (v) Particles have a uniform internal temperature, 
(vi) No phase transformation takes place, (vii) Effects of grav
ity and fluid turbulence are'neglected. 

The equations governing the two-phase flow are described 
by introducing the following nondimensional quantities: 

1 x y p p 

L/c0 L L p0 p0 

u v „, T c 
u = —, v = —, T==r, c = —, 

C0 CQ JQ CQ 
(1) 

yP X" = Ty"=L 
E v = ^ T =^£ 

UP - > * p if, 
J n 

Co 

where t, x, y are the time, axial distance and radial distance, 
respectively; p, p, u, v, T, and c are the density, pressure, axial 
velocity, radial velocity, temperature and speed of sound of 
the gas, respectively. L is a characteristic length _of the flow 
field and the nozzle radius at the exit is taken as L. The sub
scripts 0 and p denote the reservoir condition and particles, 
respectively, and overbars denote the dimensional quantities. 

2.1 Particle-Phase. A discrete particle-cloud model (Ishii 
et al., 1989) is applied to solve the particle-phase. In this model, 
a whole particle cloud is divided into a large number of small 
subclouds. The particle flow field is obtained by following 
these individual subclouds separately in the whole flow do
main. 

By labelling the particle subclouds subscripts k(k=\, 2, 3, 
. . . ) and denoting the velocity components and temperature 
of a particle located at (xpk(t),ypk(t)) by (upk(t), vpk(t)) and 
Tpk(t), respectively, the momentum and energy equations of 
the kth particle subcloud are expressed by 

aTE, 'pk 

dt 
= 1 pk (2) 

in which 

V^P 

yP 

un . I„= Ap(u-Up) 
Ap(v-Vp) 

IBP(T-Tp), 

The parameters Ap and Bp are defined by 

2ft, 

(3) 

A -b-
1 T 

B„ 

in which 

fp 
Cn 

3rTPr0 

Nu 

1 T — ) 

TF 

Nus 

C C 
X^PP ^n. 

(4) 

(5) 

(6) 
C ' y C 
^pg ^«g 

Again, Cvg and Cpg are the specific heats at constant volume 
and pressure of the gas, Cpp is the specific heat of the particle 
material. 7 is the specific heat ratio of the gas. CD is the particle 
drag coefficient and Nu is the Nusselt number. The subscript 
Stokes denotes the Stokes flow regime. Also, fA and rF are 
defined by 

Pmp(Zfp) - L 
18^ C0 

(7) 

Here, pmp is the material density of the particles, and ^ is the 
gas viscosity given by 

/^ /Zo^ (8) 

where 5 is an appropriate constant. Again, the following non-
dimensional properties, _ 

/* = 
Mo ' 

1+0(7--To) (9) 

are introduced, where X is the thermal conductivity of the gas. 
CD and Nu used in the present study are those given by 

Henderson (1976) and Carlson and Hoglund (1964), respec
tively. This sphere-drag coefficient accounts for rarefaction, 
inertial and compressibility effects and also that of a temper
ature difference between the particle and the gas. In addition, 

N o m e n c l a t u r e 

AP = 
Bp = 
CD = 
c = 

c = 

c = 

D 
e 

f 
L 

Nn 

(see Eq. (4)) 
(see Eq. (4)) 
particle drag coefficient 
specific heat of particle 
material 
specific heat at constant 
pressure of gas 
specific heat at constant 
volume of gas 
dimensionless speed of 
sound 
nozzle diameter 
dimensionless total energy 
per unit volume 
CFL number 
characteristic length of 
flow field 
(4/3)7r7 ppmp 

dimensionless number of 
particles of a ring sub-
cloud per unit depth 

Nu = 
rip = 
Pr = 
Re = 

?P = 

P = 
sP = 
T = 
t = 

u, v = 

x,y = 

TT = 
7 = 

Yr = 
At = 

, Ay = 
eP •= 

r = 6 = 

Nusselt number 
number density 
Prandtl number 
Reynolds number 
particle radius 
dimensionless pressure 
Ax'Ay 
dimensionless temperature 
dimensionless time 
dimensionless axial and 
radial velocities 
dimensionless axial and 
radial coordinates 
TA/TF 

specific heat ratio 
Stokes number 
time interval 
dimensionless cell size 
particle volume fraction 
vorticity 
C /C 
^pp' ^pg 

X = 

/* = 
V = 

_ p = 
Pmp = 

fA = 

TF = 
Tpv 

TPT = 

Subscripts 
E = 
P = 
0 = 

00 = 

dimensionless thermal 
conductivity 
dimensionless gas viscosity 
particle mass loading ratio 
dimensionless density 
material density of particle 
aerodynamic response time 
L/c0 

Ap~l 

Bp1 

nozzle exit condition 
particle phase 
reservoir condition 
ambient gas condition 

Superscripts 
( _ ) = 

* 
dimensioned quantity 
particle condition at noz
zle exit 
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virtual mass force, pressure gradient force, and Basset force 
are all neglected. An order of magnitude study based upon the 
equation of motion given by Maxey and Reily (1983) reveals 
that virtual mass and pressure gradient are of the order of p/ 
~pmp, and Basset force is of the order of (p/pm/7)1/2. Since (p7 
pmp) is of the order of 10"3 for a typical gas-water droplet flow 
system in this study, the neglect of those forces may be justified. 

For an axisymmetric flow system, the particle cloud in the 
physical space forms a ring cloud. Denoting the number of 
particles contained in the kth cloud per unit depth by 
NPk= (Npk/npE/L2), where npE is the number density at the 
nozzle exit, the number of particles in the subcloud can be 
given by 2irypkNpk. Thus, we have 

Npk= (y*pk/ypk)N*pk (10) 

where the asterisk denotes the conditions of particles at the 
nozzle exit. 

Table 1 Physical parameters for gas and droplets adopted 

Gas (A i r ) 

Y = 1.1 

Cpg = 1009 J /kg 'K 

M0 = 2,0 « 10" 5 Pa^s 

X0 = 0.028 W/m-K 

6 = 0,76 (see Eq. (8) ) 

8 = 2,68 * 10"3 K"1 

(see Eq, (9) ) 

Pr = 0,71 

P a r t i c l e (Water d rop le t ) 

Cpp = H187 J/kg 'K 

pmp = 1000 kg/m3 

2.2 Gas-Phase. Introducing the Stokes hypothesis, the 
system of the axisymmetric Navier-Stokes equation for the gas-
phase interacting with the particle-phase is given by 

dQ d¥i b¥2 3Gi dG2 1 
dt bx by bx by y 

in which 
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v(e+p/y) + lvfy-UT- {1/(7- l)/Pr0}X37Vd>>]/Reo 
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with 

, 2 (dv v bu\ „ 2 (bu v dv\ 
f*-f{Yy + -y-2te)' f^ATx+y-2Ty)' 
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Pr0 = %^, Re0 = ^ P 
Xo A'o 

F u r t h e r m o r e , Fpx% Fpy, Qp, a n d Wp a r e expres sed by 

(12) 

(13) 

Table 2 Numerical flow properties at nozzle exit for rp = 0.5 ^m, 2.5 jim 
and 15 urn, respectively 

rp(iitn) 

0,5 

2,5 

15,0 

UE 

0,783 

0,775 

0,799 

TE 

0,928 

0,903 

0,874 

UPE 

0,780 

0,706 

0,452 

TPE 

0,930 

0,957 

0,989 

Fnr = ^LNnkAnkAu 'pk^pk^pk 

"E. 
Fn„ = — LNnkAnkAV, pk^pk^vpk 

"Ev 
(14) 

Qp = f^NpkBpkATpk 
?>p 

Wp = Fpku + Fpyv-^LNpkApk{ (Aupk)
2+ (Avpk)

2} 

in which, 

Aupk =u-upk, AvDk =v- vpk, ATpk = T- T, Lpk- lpk> 

C -§R AT NP „ HPEmP 
^P~T2' P~T! T 2 ' VE~ 

(15) 

PE 

Here, the summation including in Eq. (14) is taken over the 
cloud whose centers (xpk, ypk) are in the computational cell 
with the sectional area Sp( = Ax'Ay). The subscript E denotes 
the nozzle exit condition. Also np is the number density and 
Mp = (4/3)Trr3ppmp. 

In addition, the total energy per unit volume of the gas e 
and the sound of speed c are given by 

- , P ^ + \P(U2+V2) (p = PT) 
7 ( 7 - 1 ) 2 

r l /2 

(16) 

c=r" (17) 

3 Numerical Procedure and Computational Condi
tions 

Flow fields of gas-particle two-phase subsonic free jets are 
solved as a perturbation from the nozzle exit condition. There
fore, the system of equations governing the gas-particle mixture 
flow in a nozzle (Hatta et al., 1988) is numerically solved for 
determining the nozzle exit condition. 
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Fig. 1 Geometry of computational domain 
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Figs. 2(a) and 2(b) Preliminary check on effects of mesh size (a) and 
computational time step (b) on numerical accuracy. Note that for the 
check of the numerical accuracy, the pressure distribution of gas-only 
jet flow in an axial direction is taken for example, and that computations 
shown in Fig. 2(a) are performed on the CFL number, / = 0.2. Also, n = 30, 
20 and 10 correspond to Ax = 1/30, 1/20, and 1/10, respectively. 
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The gas-particle mixture composed of air and water-droplets 
of a single size is treated. Three cases are considered where 
?„ = 0.5 fim, 2.5 fim and 15 ^m, respectively. The mass loading 
ratio is assumed to be e0 = 0.3 in a reservoir for any case. 
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Figs. 3(a) to 3(c) Locations of centers of particle subclouds along 
streaklines for?p = 0.5 ^m(a), 2.5 jim(o), and 15 /im(c) 

The nozzle geometry is given by A = (x + 5)2+ 1 for x< - 5 
and A = 1 for - 5 < * < 0 , where A denotes the sectional area 
of the nozzle. It is noted that the nozzle exit at x = 0 corresponds 
to the origin of the jet axis.JThe nozzle radius in the constant 
area region is set to be L=D/2 = 5x 10"3 m. _ 

• The reservoir condition is that p0 = 1.8 X 105 Pa and 7^ = 323 
K. The ambient gas condition is that ~p„= l.Ox 105 Pa and 
Ta, = 300 K. Thus, the initial gas condition is that p- 0.556, 
T= 0.929 ( = 300/323) and u = v = 0 over the whole computa
tional domain. Physical constants of the gas and particles used 
here are listed in Table 1. 

The numerical flow properties at the nozzle exit are shown 
in Table 2. It is noted that vE=0 a n d p £ = 0.556 for all rp. The 
numerical results at x=0 are applied to the jet boundary con
dition at the origin of the free jet region. 

Journal of Fluids Engineering SEPTEMBER 1992, Vol. 114/423 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///iMmm9M


a) rn = 0.5 um c) fn = 15 urn 

0 2 h 6 8 10 12 lV 
x 

Fig. Ma) 

b) r = 2,5 um 

- I . U . J - / . oo , . ^r: 

0 2 i) 6 8 10 12 l i t 

x 

Fig. 4(b) 

The equations for the gas-phase consist of the inviscid terms, 
the viscous terms, the axisymmetric term and the interaction 
term by the presence of particle-phase. The inviscid terms are 
solved by using a TVD (Total Variation Diminishing) scheme 
by Chakravarthy and Osher (1985) and the other terms are 
solved by using the central differencing scheme. Therefore, 
the computational domain is divided into a number of small 
cells and the physical variables are defined at the cell center. 
Also, the physical variables at interface between two neigh
boring cells are calculated by the Roe approach (1981). 

Figure 1 indicates the geometry of the computational do
main. TJie domain size corresponds to 10D in the axial direction 
and 5D in the radial direction in a half section. Here, the 
computational domain is divided into 400 x 200 cells in the x-
and ^-directions, respectively. 

We wish to briefly mention the boundary condition of the 

0 2 i) 6 8 10 12 I t 
x 

Fig. Mc) 
Figs. 4(a) to 4(c) Contours of equal vorticity f of gas flow. Note that 
these contours are drawn by dividing the difference between the max
imum and minimum values (j-max and fmln) into 10 equal parts. 

computational domain. The ambient gas condition is imposed 
to the upstream boundary BC, the side one CD and the down
stream boundary DE, the symmetric condition is done to the 
jet axis, AE, and the jet condition is applied to the jet exit 
plane AB (Matsuda et al., 1987). 

Here, we consider the effect of selecting the cell size, 
Ax( =Ay), on the numerical accuracy. Ax is determined by 
dividing the nozzle radius in n equal parts. For various n values, 
the numerical experiments have been performed for single-
phase (gas-only) flows. The results have been compared with 
each other. Figure 2(a) indicates the calculated pressure dis
tributions along j = 0.05 at t = 17 for n = 10, 20, and 30, re
spectively. We wish to add that the value of n = 20 is corrected 
by the Roe approach (1981). The numerical error is at most 
3.8 percent between «= 10 and n = 30. Accordingly, Ax=0.05, 
corresponding to « = 20, is selected in the present simulation. 

Next we consider the effect of computational time interval, 
At, on the numerical accuracy. At is determined by the CFL 
(Courant-Friedriches-Lewy) condition for the gas-phase flow 
(Godunov, 1959). The numerical results obtained by various 
CFL numbers have been compared with each other. Figure 
2(b) indicates the pressure distributions along the jc-axis (pre
cisely, y = 0.025) at t= 17 for/= 0.1, 0.2 and 0.4, respectively, 
where/is the CFL number. The numerical result of/=0.4 is 
observed to be oscillatory downstream. No significant differ
ence is recognized between / = 0.1 and/= 0.2. Therefore, we 
have selected/= 0.2 throughout the present simulations. Also, 
we have found that At determined by this / is always much 
smaller than two kinds of characteristic non-dimensional times 
for the particle phase rpv( = Ap l) and TPT(=BP~,L). Therefore, 
this At is also used for the particle-phase solution. 

For the purpose of obtaining the time-converged two-phase 
flow structure, the numerical results at a sufficiently large 
number of time steps are required owing to using an explicit 
time-dependent difference scheme. In the present calculation, 
the gas-only flow field is solved for the first 10000 time steps, 
and then two-phase flow field is solved for the next 15000 time 
steps so that the time-converged solutions may be found in as 
a short computational time as possible. 
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4 Numerical Results 
In this section, the behavior of particles in the gas flow is 

demonstrated in detail. The particles are exhausted at 
yPk= (fc-0.5)/30 (k= 1 ~30) on the nozzle exit plane at every 
time interval At. 

Figures 3(a) to 3(c) give the center locations of particle 
subclouds along streaklines in the mixture jet flow for?/, = 0.5, 
2.5 and 15 /nm, respectively. It is noted that the particles in 
these figures are limited to only those exhausted at every 20 
time steps. From these figures some significant and interesting 
features will be pointed out. The fluctuating scale in particle 
motion may be considered to depend upon the particle size. 
We notice, at a glance, from these figures that for smaller 
particles ( r ^ O . 5 /an), the fluctuation of the particle motion 
begins to occur in a relatively downstream region. This may 
be based upon the fact that the gas-phase continues to maintain 
more momentum to a relatively large distance in the axial 
direction, because the velocity and temperature of the particle-
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Figs. 5(a) to 5(c) Distributions of gas pressure along jet axis 

phase with 7̂  = 0.5 fim at the nozzle exit are very similar to 
those of the gas-phase. On the other hand, for larger particles, 
the difference in velocity and temperature between the gas and 
particle phases becomes larger at the nozzle exit, and therefore 
the fluctuation of the particle motion begins to occur consid
erably upstream. 

Figures 4(a) to 4(c) show the contours of equal vorticity 
£( = dv/dx-du/dy) for?p = 0.5, 2.5, and 15 fim, respectively. 
We find that vortical structures occur due to the velocity dif
ference between the main jet flow and the ambient gas at the 
jet boundary (Kelvin-Helmholtz instability). Comparing Figs. 
3(a) to 3(c) with Figs. 4(a) to 4(c) for the corresponding 
particle radius at the same time, we can find that the region 
with a relatively large vorticity roughly corresponds to the 
particle-free region. Chung and Troutt (1988) state that par
ticles tend to move away from the core of larger-vortex struc
tures. The present numerical results are quite consistent with 
their results. One of the most important features to be noted 
in the present simulation is that a perfectly time-converged 
(steady) solution, in the conventional sense, can not be reached, 
even at /—oo. However, the global flow structure of the gas-
particle mixture jet does not change with time. Rather, the 
vortical structures occur at the nozzle exit somewhat period
ically. The vortices are convected downstream and agitate the 
jet boundary. That is, when a vortical structure is convected 
some distance downstream, another new vortex is produced 
at the nozzle exit. Thus process is repeatedly continued. 

Figures 5(a) to 5(c) give the pressure distributions along 
the jet axis (strictly, j = 0.025) for rp = 0.5, 2.5 and 15 /*m, 
respectively. It can be seen that pressure becomes almost con
stant upstream and fluctuates downstream, and that the po
sition where pressure begins to change depends on the particle 
radius. The wavelength of pressure variation seems to be equal 
to 2D or so. One of the most interesting features is that the 
low-pressure locations along the jet axis agree roughly with 
the ^-coordinate of those with the larger vorticity (see Fig. 4), 
where the radial distance of outermost particle stream becomes 
smaller (see Fig. 3). 

Figures 6(a) to 6(c) indicate the velocity distributions for 
the gas and particle phases along the jet axis. Here, the gas 
and particle phase velocities indicate V= (u2 + v2)W2 and 
vp= (ul+v2

p)
lh, respectively. The behavior for both Fand V„ 
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is seen to be widely different depending on the particle size. 
Vp for smaller particles (?p = 0.5 xim) almost perfectly responds 
to the velocity fluctuation of the gas flow. However, for ?p = 15 
/xm, the particles do not have sufficient time to respond to the 
changing velocity field of the gas-phase. The particles of?p = 2.5 
/xm reveal the intermediate velocity response between the cases 
of rp = 0.5 /xm and 15 /xm. 

Figures 7(a) to 7 (c) show the temperature distributions for 
the gas and particle phases along the jet axis. The particle 
temperature Tp for a larger size (rp>2.5 /xm) is almost constant 
regardless of a considerably large temperature fluctuation of 
gas-phase. This may be considered to be due to the effect of 
the thermal inertia. On the other hand, the behavior of Tp for 
smaller particles (?p = 0.5 /xm) is analogous to that of Vp and 
roughly responds even to the small temperature fluctuation of 
gas-phase. It may be concluded that the flow structure of two-
phase mixtures containing particles smaller than 7̂  = 0.5 /xm 
is approximately in velocity and thermal equilibrium between 
the two phases. That is, the transfer rate for both momentum 

c) rp = 15 urn 

Fig. 6(c) 

Figs. 6(a) to 6(c) Distributions of gas-phase velocity (V= (u2 + v2/'2) and 

particle-phase velocity (Vp = (u2, + v \)m) along jet axis 

and energy between the gas and particle phases is extremely 
sensitive for the case of smaller particles. 

Figures 8(a) to 8(c) give variationsJn gas-phase pressure 
with time at five fixed positions {x-jD\ j= 1 — 5) along the 
jet axis from C=50 to 90. It can be seen from these figures 
that the pressure variation with time occurs negligibly slightly 
upstream and appreciably strongly downstream. Also, for the 
case of rp = 0.5 /xm, the amplitude of variation is very small 
even in the downstream region, while for larger particles the 
pressure fluctuates in a wide range. It is clearly understood 
that the pressure wave propagates from upstream to down
stream with an almost constant velocity. 

Figures 9(a) to 9(c) indicate the time-averaged pressure and 
temperature of the gas-phase over the time range from t = 60 
to t = 90. Both the pressure and the temperature are kept almost 
constant everywhere along the jet axis for the three particle 
sizes, regardless of being an appreciable fluctuation of instan
taneous pressure and temperature. 

5 Experimental 
Essentially it would be desirable to calculate mist flows for 

which experimental data are available so that a direct com
parison could be made. Unfortunately, experiments which pro
vide sufficient data to specify the mist flows do not appear to 
exist. Therefore, we have made a very simple experiment by 
using the experimental setup shown in Fig. 10. The air mist 
nozzle (Kyoritsu Gokin, KNT type) is attached on the top of 
the chamber. The straight nozzle of 2 mm in diameter and 3 
mm in length is equipped on the bottom of the chamber. The 
gas-water droplets mixture is first injected from the upper 
nozzle into the chamber, and then exhausted from the straight 
nozzle to the atmospheric surrounding. The purpose of cham
ber would be that the two-phase jet flow from the upper nozzle 
is once stagnant so that the computational condition could be 
satisfied. However, in reality, an air/water separation appears 
to partly occur at the chamber bottom. This has been confirmed 
by the variation of droplet size along the jet axis. In the present 
experiment, the droplet size distribution, as well as the velocity 
distribution, has been measured by an LDA (Laser-Doppler 
anemometry) system. 

Here, it should be noted that this LDA system, which is 

426 / Vol. 114, SEPTEMBER 1992 Transactions of the AS ME 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a) fp = 0.5 pm c) rp = 15 urn 

1,0 

0.9 

0 

t = 1 

t = 82 

t = 84 

0 2 4 6 8 10 12 14 
x 

Fig. 7(a) 

1.0 

0,9 

0.8 

b) rp • 

t = 80 

t = 82 

t = 81 

t = 86 

t = 88 

2 5 pm 

_^k-=-. 
T 

zip 

T 

^ _ ^ I L ^ 

T 

__^IL^_ 

T 

/ T p ' 

T 

0 2 1 6 8 10 12 11 
x 

Fig. 7(b) 

called the phase doppler particle analyzer, can measure not 
only the particle velocity, but also the particle size. Basically 
this belongs to the same optical system as the conventional 
LDA one, but three detectors are equipped at a constant space 
behind the receiver window. A particle passing through the 
crossing point of two beams scatters the light, and thereby the 
interference flinge pattern occurs. The flinge interval is pro
portional to the particle size and the particle size is determinable 
by measuring the spatial frequency of interference flinge pat
tern. Again, this system can be applied to a spherical particle 
of 0.5 jim to 3000 /xm in diameter. But, the errors within plus 
or minus 1.0 percent or so for larger particles (> 100 /im) and 
within 3.0 percent or so for smaller particles ( s 5 /xm) seem 
to be unavoidable. 

The droplet size ranges from 7 /im to 75 /xm downstream of 
40 mm from the straight nozzle exit and the droplet velocity 
ranges from 15 m/s to 75 m/s in the region between 20 mm 
and 100 mm from the nozzle exit. Also, the mass loading ratio 
has been measured to be 1.2. 
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Figs. 7(a) to 7(c) Distributions of gas phase temperature (7) and particle-
phase temperature (Tp) along jet axis 

Figure 11 (a) indicates the measured mean droplet diameter 
distribution along the jet axis. It can be seen that the relatively 
large droplets at the location of 20 mm from the nozzle exit 
diminish in mean diameter downstream from there. Further, 
we note that the droplet size could not be measured in the 
region from the nozzle exit to the location 20 mm or so down
stream from it. This may be due to the fact that a stable droplet 
size is not achieved near the nozzle exit. 

Also, it must be noted that it was impossible to measure the 
gas-phase velocity owing to the presence of water-droplets. 
Even though the measurement is made by including small seed 
particles, the results so obtained must be unreliable due to the 
sticking effect of these particles and water-droplets. 

It has been found that the mean droplet velocity distribution 
along the jet axis measured by the LDA system remains almost 
constant in the region between 20 mm and 50 mm from the 
nozzle exit. This implies that in such region the two-phase flow 
is kept approximately in velocity equilibrium. Therefore, for 
computational purpose, the gas and particle phases have been 
assumed to be in equilibrium with each other at the nozzle exit 
and the droplet velocity at the nozzle exit has been approxi
mated to be the same as the measured mean droplet velocity. 

The volume mean diameter, as well as the mean velocity has 
been obtained on the basis of the data processing. Such mean 
values have been introduced to computational data so that the 
calculation could be carried out. 

Practically, the droplet velocity distribution has been cal
culated by using the present model on the conditions that 
UE=UPE = 42 m/s, ?p=18.5 /xm and c£=1.2. Figure 11(b) in
dicates the comparison of the calculated result with the meas
ured one. 

6 Discussion 

To predict the particle motion in the jet flow, a Lagrangian 
approach is followed. The trajectory of each particle in the 
flow is numerically solved directly from the equations of mo
tion. Some assumptions in the particle motion analysis have 
been introduced. We have already demonstrated that the ne
glect of virtual mass force, pressure gradient force and Basset 
force is justified on the basis of an order of magnitude study 
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Figs. S{a) to 9(c) Time-averaged pressure and temperature along jet 
axis. Note that time-averaged values are taken over a time period from 
r = 60 to f = 90 

(Maxey and Riley, 1983). Also, the effect of fluids turbulence 
has been neglected in this analysis. The inclusion of this is 
inhivitively costly in terms of computer time and memory, in 
particular, for the two-phase flow problem. However, it may 
be valid from the numerical results presented here that no 
turbulence model is needed to establish the overall nature of 
the flow. 

Next, in spite of drastic approximations, very good agree
ment between the calculated and the experimental results has 
been obtained. In this analysis, the assumption that the gas-
phase is in velocity equilibrium with the particle-phase at the 
nozzle exit has been used. In reality, it may be reasonable to 
consider that at least in the vicinity of the nozzle exit the gas-
phase is deviates from equilibrium with the droplet-phase, and 
that the former velocity at the nozzle exit is higher than the 
mean droplet ones measured in the range from 20 mm to 50 
mm from the nozzle exit, while the latter velocity is lower than 

the measured values. However, a velocity equilibrium state 
may be reached immediately downstream from the nozzle exit 
(see Fig. 11(b)). We consider from such a point of view that 
the above assumption is not so far from the truth at least in 
the present situation, although it is very difficult to concretely 
discuss the validity. 

Furthermore, we discuss the problem to characterize the 
particle behavior in a gas flow from a qualitative point of view. 
Chung and Troutt (1988) have numerically analyzed the par
ticle dispersion in an axisymmetric jet by following particle 
trajectories in a jet flow simulated by discrete vortex rings. 
According to their analysis, the effectiveness of the large tur
bulent structures for moving particles in the mixing region can 
be characterized by the Stokes number, that is, the ratio of 
the aerodynamic response time fA j>f a particle defined by Eq. 
(7) to the characteristic timescale D/uE of the flow field. For 
the ratio y1.( = pmp(2rp)

2uE/l&]iD) » 1 , the particles will not 
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Figs. 11(a) and 11(b) Mean droplet diameter distribution along jet axis 
measured by LDA system (a) and comparison of mean droplet velocity 
distribution measured by LDA system with calculated one by using pres
ent numerical model. Note that 1000 samples are taken at measurement 
of one time as data for diameter as well as velocity, and that the time 
of measurement is all twice at the individual measuring point. (Experi
mental uncertainty in dp( = 2r,J= ±0.5 ^m, in up= ±0.7 m/s, in x= ±1 
mm.) 

have sufficient time to respond to the gas flow and will move 

in nearly rectilinear path. For y T « 1, the particles will have 

sufficient time to respond to the spreading velocity field of the 

gas jet. On the other hand, for the condition 7T~0(1), the gas 

jet may be able to temporarily capture the particles and fling 

them beyond the fluid momentum mixing region. 

The Stokes numbers for these individual mixtures are that 

7 r = 0.08 for rp = 0.5 (im, 7, = 2.0 for rp = 2.5 urn and 7T = 75 

for ~rp= 15 jum., respectively. The present results shown in Figs. 

6(a) to 6(c) and Figs. 1(a) to 7(c) are clearly quite consistent 

with the previous discussion. 

7 Conclusion 

For understanding behavior characteristics of gas-particle 

two-phase free jets practically, a system of equations for the 

gas and particle phases has been numerically solved for the 

mixture composed of air and water-droplets. There are some 

variations in the instantaneous flow properties of the gas-phase 

depending upon'the size of droplets contained in the mixture, 

but time-averaged values over a time period show a quasi-

steady flow state. The vortical structure occurring at the jet 

boundary of the nozzle exit is convected along the boundary 

downstream and agitates the jet flow. 

Again, the numerical water-droplet velocity distribution cal

culated by using the present flow model has been compared 

with the measured values. The overall agreement has been 

found to be remarkably good. 

Additionally, it has been confirmed that the response of the 

particle motion to the gas flow can be specified by the Stokes 

number, and that the flow structure of mixture with very small 

particles is in the velocity and thermal equilibrium between the 

two-phases. 
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Water Quality Effects on Cavitation 
Inception in a Trailing Vortex 
Tip vortex cavitation studies were made with a hydrofoil that was elliptical in 
planform, with an aspect ratio of 3, and having a modified NACA 662-415 profile. 
LDV measurements of the tangential velocity component in the vortex were used 
to determine that the minimum pressure in the vortex varies with lift coefficient 
squared, i.e., that the incipient cavitation number tr,- should follow a Q relation (a, 
« Cf). This is in contradiction to previous observations (Arndt et at. 1991) that 
the tip vortex cavitation index varied approximately with lift coefficient to the power 
1.4. By carefully monitoring the tensile strength of the water, i.e., its susceptibility 
to cavitation, the discrepancy was traced to the capability of the test water to sustain 
a tensile stress. Cavitation in "weak" water (no tensile strength) does follow the 
Cfj relationship, whereas observations in "strong" water (rupture considerably below 
vapor pressure) more closely followed the previously observed variation, i.e., <r, « 
CJ'4. Since the structure of the vortex cannot be affected by changes in the water 
quality, the discrepancy can be explained only by the amount of tension that can 
be sustained by the test water before inception occurs. Apparently a relatively larger 
value of tension can be sustained in the vortex as the strength of the vortex is 
increased (i.e., increasing C,). This would explain the observed deviation from the 
expected CJ law for water with measurable tensile strength. 

I Introduction 
Vortex problems are common in a variety of applications. 

In addition to tip vortices on propellers, vortex cavitation in 
the clearance passages of pumps and turbines, hub vortex 
cavitation, cavitation in secondary flows in corners, etc. are 
important related problems. Vortex cavitation is a major source 
of erosion in ducted propellers. In a recently conducted survey 
of water tunnel pumps, Abbot and Greeley (1984) identified 
vortex cavitation in clearance passages as the most significant 
noise source. This was an important consideration in the re
cently completed designs of two very large water tunnels in 
the United States and in Germany. 

In spite of its practical importance, relatively little research 
has been directed toward the tip vortex cavitation problem, 
even though there is evidence that tip vortex cavitation can be 
a significant problem under certain circumstances. Platzer and 
Souders (1979) reviewed the available literature to that time 
and concluded that very little information was available on 
the phenomenon of tip vortex cavitation. A literature survey 
conducted during a recently completed tip vortex cavitation 
study by Higuchi et al. (1989) indicates that very little has been 
added to our body of knowledge since the review by Platzer 
and Souders. It should also be mentioned that Strasberg (1986) 
pointed out that vortex cavitation noise persists as an important 
problem that has not been explored. 

Several significant issues warrant further study. For ex
ample, Arndt et al. (1991) found that nuclei size and number 
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play a critical role in the inception process in the trailing vortex 
from an elliptically loaded hydrofoil. Tension has been ob
served and nuclei supplied from separated regions on the sur
face of a hydrofoil can play an important role when the 
separated flow is supersaturated. When cavitation is due en
tirely to the ingestion of free-stream nuclei, very small nuclei, 
approximately 2/xm in diameter, are apparently active in the 
cavitation process, in spite of the availability of larger nuclei 
in the flow. In addition, it was found that the cavitation in
ception number scales with angle of attack to a power of about 
1.4 rather than the power of 2.0, which would be expected if 
the strength of the vortex scaled with lift coefficient. 

As a follow-up to the previous research at the St. Anthony 
Falls Hydraulic Laboratory, experiments were conducted in 
the water tunnel at the Versuchsanstalt fur Wasserbau in Ob
ernach, West Germany. A larger foil, identical in planform 
and blade section to that used in the Arndt et al. (1991) study, 
was tested over the same Reynolds number range studied in 
the previous work. The objectives of this study were to: 

(a) determine whether the observed variation of cavitation 
number with velocity was due to Reynolds scaling effects, 
bubble dynamics effects, or a combination of both. 

(b) correlate the cavitation inception index with the meas
ured lift coefficient to determine the reason for the unexpected 
scaling of cavitation index with angle of attack. 

(c) observe the cavitation inception process in detail to 
determine the effect of flow unsteadiness, and 

(d) vary the nuclei content (tensile strength) of the water 
to determine whether vortex cavitation is as sensitive to nuclei 
content as alluded to in Arndt et al. (1991). 
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TUNNEL TEST SECTION 
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Fig. 1 Schematic of instrumentation used for cavitation studies 
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II Experimental Methods 
The water tunnel used in this study is of standard Kempf-

Remmers design, having a test section that is 30cm x 30cm 
in cross section and is 2.1m long. The maximum attainable 
water velocity is over 16 m/s. However, most of this study 
was carried out at flow velocities less than 12 m/s. The static 
pressure in the tunnel can be varied in the range 0.1 to 2.0 bar 
absolute, permitting studies over a wide range of cavitation 
number. 

As shown in Fig. 1, a considerable degree of automation 
was used in the operation of the tunnel. The entire test pro
cedure was under computer control. Water tensile strength and 
dissolved oxygen were measured at each data point. Cavitation 
inception was detected visually. At the instant of cavitation 
inception, the static pressure and flow velocity were recorded 
in computer memory and the value of cavitation index was 
calculated. Cavitation inception could be studied by either 

lowering pressure at constant velocity or by increasing the 
velocity at constant pressure in the stilling chamber. Visual 
observation of cavitation was supplemented with video and 
high speed cinematography at 5000 frames per second. 

A venturi device (Keller, 1987) was used to measure the 
tensile strength of the water. It is well known that the tensile 
strength of the water is not a homogeneously distributed prop
erty of the water, but rather is a function of the spatial and 
temporal distribution of nuclei in the flow. Hence, each in
dividual measurement of tensile strength has a degree of un
certainty associated with the instantaneous sample of water in 
the venturi nozzle at the instant of tensile strength measure
ment, which is made when the water sample cavitates in the 
test nozzle of the measuring device. For this reason, a high 
number of tests are necessary for each data point. Six or more 
tests were made to establish each value of cavitation index and 
tensile strength. 

Nomenclature 

AR = 
As = 

b = 
c = 

Co = 

Cp = 
CD = 

CDf = 

Q = 
cn = 

c, Pmin 

core radius, or NACA 
meanline designation 
aspect ratio = Sb/wco 
surface area = 7r/2 bc0 

hydrofoil semi-span (Fig. 3) 
chord length 
maximum chord length 
pressure coefficient 
drag coefficient D/'ApUlAs 

viscous drag coefficient 
defined in Eq. (10) 
lift coefficient L/'ApU2oAs 

pressure coefficient 
pressure coefficient in 
cavitating flow 
pressure coefficient based 

on minimum mean static 

D = 
k = 
L = 
p = 

P = 
Pent = 

Pv = 
r = 

Rn = 
S = 
T = 

J, W = 

t/o = 
ve = 

pressure 
drag 
unsteady pressure factor 
lift 
pressure 
rms pressure 
critical pressure 
vapor pressure 
radius 
nucleus radius 
surface tension 
tensile strength 
velocity components 
free stream velocity 
peripheral velocity 
component 

x,y,z = 
a = 

a0 = 
r = 
x = 
v = 

P = 
cr = 
L = 

Subscripts 
; = 

iw = 
is = 

min = 

coordinates 
angle of attack 
angle of zero lift 
circulation 
dummy parameter 
kinematic viscosity 
density 
cavitation index 
total angular momentum 
per unit length 

= inception 
iw = inception in weak water 

inception in strong water 
minimum 
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-.05+ 

TYPICAL SECTION 

c0 = 129.4mm 

PLANFORM 

Fig. 2 Schematic of hydrofoil used in this study. An elliptic planform 
of aspect ratio 3 is used. The airfoil section is a modified NACA 662-415 
(a = 0.8). 

An important feature of this study was the variation of 
tensile strength, T defined as T = pv - paa. This property 
can be varied over a wide range, and is a function of total gas 
content (determined from the measured dissolved oxygen read
ing), system pressure and prehistory of the water. It should be 
emphasized that the relationship between tensile strength and 
preconditioning of the water is facility dependent. The tensile 
strength obtained as a result of these procedures is specific to 
the water tunnel being used. Different water tunnels will require 
different procedures and a great deal of experience is necessary 
before water quality can be varied in a predictable manner. 
One of the authors (Dr. Keller) has had 25 years of experience 
with the facility used in this study. Care also has to be taken 
to insure that there is not an excess of bubbles in the flow 
which can result in pseudo cavitation at local pressures con
siderably in excess of the vapor pressure of the liquid. Pre-
pressurization at 2 bars with very low flow rates for 15 minutes 
was the procedure used to pre-strengthen the water in this 
study. Tensile strengths as high as two bars could be achieved. 

A series of measurements were made with water of "zero" 
tensile strength, which must be defined. This property was 
achieved by using water with a dissolved gas content adjusted 
to saturation at the static pressure in the test section at the 
inception point. The water was first cavitated in the test section 
before each test. Since the required pressure in the test section 
is not known before a given cavitation test, some "cut and 
try" procedures were necessary to establish the required con
ditions for "weak" water. In spite of these procedures, the 
water always had a slight, but measurable tensile strength. The 
measured tensile strength was used to correct the measurements 
in order to establish a trend of aiw versus lift coefficient in the 
absence of tensile strength. 

In order to measure hydrodynamic forces on the hydrofoil, 
the roof of the water tunnel test section was replaced by a 
flush mounted force balance. This balance was designed to 
have minimum cross talk between the measurements of lift 
and drag. The hydrofoil used in this study is identical in cross 
section and planform to the one used in the SAFHL studies. 
It is elliptic in planform, with the same profile at each cross 
section, without geometric or aerodynamic twist. The profile 
used was a modified NACA 662-415 airfoil section with an a 
= 0.8 meanline (Fig. 2). The theoretical chordwise pressure 
distribution as a function of lift coefficient is shown in Fig. 
3. As designed, the pressure distribution on the suction side 

Fig. 3 Plot of pressure coefficient, Cp = p - p^hpUl for the suction 
side of the NACA 662-415 foil section, x is measured from the nose of 
the hydrofoil. 

of the foil is favorable until the 60 percent chord position in 
the range of lift coefficient 0.2 to 0.6 (±0.2 about the design 
value of 0.4). The foil was mounted on the force balance and 
held in place at the desired angle of attack with a dowel pin. 
The angle of attack could be varied in increments of two 
degrees. The actual position for zero lift was determined from 
the lift measurements. All angle of attack data were subse
quently referenced to the measured zero lift angle. 

Measurement of the axial and vertical velocities in the trailing 
vortex were made in a horizontal plane bisecting the center of 
the vortex using a TSI Laser Doppler Velocimeter, System 
9100-3 with an IFA550 signal processor. With this orientation 
of the measurement system, the magnitude of the vertical ve
locity is equal to the tangential component of velocity in a 
cylindrical coordinate system whose axis is aligned with the 
center of the vortex. An automated, computer controlled, trav
ersing mechanism was used to move the laser optics, and hence 
the optical measurement volume, across the test section of the 
tunnel. The backlash in this system was estimated to be less 
than 0.1 mm. Each measurement position in the tunnel test 
section was very repeatable. Repeatability was found to be ±1 
step of the stepper motor which has a resolution of 100 steps 
per mm. The center of the vortex was determined by cavitation. 
The cavitation number was slightly less than the incipient value 
to insure proper visualization of the vortex trajectory. The 
degree of accuracy in positioning was estimated to be within 
1 mm. The true center could be obtained from the plots of the 
vertical velocity versus position with the center being defined 
where the vertical velocity was just equal to zero. This center, 
as obtained graphically, was always within one mm of that 
obtained visually with cavitation. A minimum of 75 data points 
were used to establish the velocity profiles shown in Figs. 7 
and 8. 

The error in the velocity measurement is difficult to quantify 
since it is a function of turbulence intensity. According to 
material published by the manufacturer, the error should be 
less than 1 percent. The cross over volume of the LDV setup 
was 0.03 mm3, and the shifting frequency was 2 MHz. The 
measurements are made in a very steep velocity gradient. For 
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this reason, errors in positioning far outweigh any errors in 
the magnitude of the velocity. 

There are two basic sources of error in the measured value 
of the cavitation index. The dynamic pressure, Vi pul, is meas
ured by a differential pressure transducer with a maximum 
observed deviation of ±0.5 percent. Absolute pressure is also 
measured with a piezoresistive transducer with a maximum 
deviation from linearity of ±0.5 percent. This would infer an 
error in the recorded value of cavitation index of only 0.7 
percent. However, the major uncertainty in the incipient cav
itation number is the variation in size and number of nuclei 
in the minimum pressure region at the instant that cavitation 
is observed. This uncertainty is not truly a measurement error, 
but is rather an indication of the variability in the conditions 
at inception. 

The force balance and recording system was calibrated as a 
system using weights. Repeatability was observed to be within 
1 percent. 

Ill Rationale for the Experiments 

One of the purposes of these experiments is to determine 
the magnitude of the tension that can be sustained by a vortex 
at inception. Assuming vaporous cavitation, inception will oc
cur when the minimum pressure in the flow falls below a critical 
value 

Pmin = Pcr i t (1) 

The instantaneous value of minimum pressure can be less than 
the mean static pressure 

Pmm=Pmm-kp' (2) 

where pmin is the minimum mean static pressure, p' is the root 
mean square of unsteady fluctuations in pressure about the 
mean, and k is a factor that is a complex function of the 
interaction of nuclei with the unsteady pressure field. 

The critical pressure is less than the vapor pressure p„: 

Pcnt=Pv~T (3) 

where the tension T can be estimated1 from the equilibrium 
theory for a spherical bubble 

4 S 

^ ( 4 ) 

Equation (l)-(3) can be combined and rearranged to yield 

p' T 
• C p ^ + k

x 

pUl 
1 

pUl 

Unfortunately, the last two terms in Eq. (5) are of roughly the 
same order of magnitude. In order to separate these two effects, 
cavitation inception is measured in weak water (aiw) and the 
measured data is then compared with the results from meas
urements in "strong" water (ais). The aiw data are corrected 
to zero tensile strength, using the measured value of tension 
in the venturi device. Then 

(6) 
pUl 

Cp . is extremely difficult to measure. However, its mag
nitude can be estimated from measurements of the tangential 
velocity distribution in the vortex. This is discussed in sub
sequent sections of this paper. Referring to Eq. (5), it can be 
seen that the effect of turbulence can be estimated by com
paring the measurements of Cpmin and cavitation inception in 
weak water 

c« 

* ' 
4., 

Fluctuating 

c/ = 2Jt[^rfri(a-<*,,) 

A ¥ 

D 

6 | 

/B-
/& 

4.59x10 
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1.38x10s 
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_J l L_ 
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Angle of At tack a 

Fig. 4 Lift coefficient versus angle of attack in the Reynolds number 
range 4.6 x 10 5 t o2 x 106 (based on maximum chord length) 

•pUl 

,+ Q ̂min (7) 

This procedure is qualitative at best since both the tension and 
the turbulence factor, k, are functionally dependent on the 
size and number of nuclei in the flow. Unfortunately, a better 
procedure for evaluating the complex interaction between tur
bulence and nuclei in the core of the vortex is unavailable at 
this time. 

IV Discussion of Results 
Lift and Drag. Lift data were collected over a range of 

Reynolds number from 4.6 x 105 to 2.0 x 106 (based on 
maximum chord length). Comparison is made with the ex
pected result in Fig. 4. The expected trend for small angles of 
attack is given by 

Q = 2ir 
AR 

(a - a0) 

(5) where 

Q=-

(8) 

(9) 

iPlfiAs 

The measured value of the zero lift angle, a0, was found to 
be - 1.2 deg, which is close to the expected value (Abbott and 
von Doenhoff, 1958) and well within the expected tolerance 
of ± 1 degree for the dowel pin system used to position the 
hydrofoil. There was a repeatable spread in the data at an 
angle of attack of about 10° (a - a0 = 11.2 deg) with the 
value of C/ decreasing with increasing Reynolds number. There 
is no explanation for this, other than the observation in pre
vious flow visualization studies that indicated that the bound
ary layer flow on the suction side is very sensitive to Reynolds 
number at this angle of attack. A sample comparison is shown 
in Fig. 5. 

Because of the relatively small values involved, the measured 
drag values show more scatter as illustrated in Fig. 6. Com
parison is made with the drag polar curve given by 

CD=CD/+—'- (10) 
TtAR 

'The actual shape of critical nuclei in a vortex is unknown at this time. where CDj is approximated by the section drag coefficient for 
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(a) (b)
Fig. 5 Comparison of boundary layer 1I0w over the suction side of the
foil at an effective angle of allack (0 - 00) of 12.5 deg. Comparison is
made at a Reynolds number of 5.3 x 10' (Photo (a» and 2.7 x 10' (Photo
(b) using an oil film visualization technique.
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Fig. 6 Drag polar diagram. The measured drag is compared to an ex·
pected curve which is made up primarily of induced drag with a relatively
small skin Iriction correction, based on airloil data at a Reynolds number
01 3 x 10'.

the NACA 66z-415 airfoil at a Reynolds number of 3 x 106

which is the lowest Reynolds number for which data are avail
able. As expected, the major component of the total drag is
induced drag. The majority of the data fall above the expected
curve since the Reynolds numbers for these data are all less
than 3 x 106

• In summary, the measured lift and drag data
follow expected trends even though the test Reynolds number
range is less than for typical aerodynamics or hydrodynamic
applications and there is a laminar separation bubble at about
60 percent of chord which does not exist at higher Reynolds
numbers (Abbott and von Doenhoff, 1958).

Velocity Measurements. The measured vertical velocity
(absolute value equal to vo) in the trailing vortex at one semi
span downstream is shown in Fig. 7. The data were obtained
for five different values oflift coefficient. The data are depicted
as seen by an observer looking downstream from the tip of
the hydrofoil. The measurements were made along a horizontal
line passing through the center of the vortex. From this per
spective, the suction side of the hydrofoil mounted on the roof
of the test section would be to the observer's left side. The
horizontal distance from the center of the vortex, Z, has been
normalized with respect to the semi-span of the hydrofoil, b.
All the data were collected at a constant Reynolds number of

-0.4 -0.2. 0

o

0.2 0.4 0.6 0.8 1.0 1.2 1.4

Fig.7 Vertical velocity component in the trailing vortex one span length
downstream. The data are normalized to Iree stream velocity, Uo, and
lift coefficient, Cr.

9.7 X 105 based on maximum chord length. The data have
been normalized with respect to lift coefficient, C/, and free
stream velocity, Uo, in order to clearly identify the effects of
loading on the vortex structure. If there were no effects of
loading on the structure of the vortex, the data would be self
similar since Reynolds number was held constant.

Two points are immediately evident. The peak velocity is
relatively higher at higher lift coefficient, and there is a sec
ondary vortex positioned about 5 to 8 percent of the semi
span, b, from the center of the main vortex on the pressure
side. There also appears to be a slight thickening of the vortex
core with increasing loading. This can be due to relatively more
boundary layer fluid on the hydrofoil being entrained in the
core with increasing vortex strength (McCormick, 1962). The
secondary vortex probably originates in the region close to the
tip where there is a transition from a "short" to a "long"
laminar separation bubble due to the reduction in chordwise
Reynolds number (Higuchi et aI., 1989; Arndt et aI., 1991).

Also of interest is the fact that the axial velocity and tur
bulence intensity increase dramatically in the core region. This
is shown in Fig. 8 where the same normalization is used as in
Fig. 7. Unfortunately, there is not sufficient spatial resolution
to determine precisely where the maximum intensity occurs.
It would be expected that there should be significant fluctua
tions in pressure in the core region which could playa major
role in the cavitation process (Green and Acosta, 1989).

Observations of Cavitation. As mentioned previously, ob
servations of cavitation were made in "strong" and "weak"
water. The onset of cavitation was quite different in the two
cases. In strong water the inception point was very well defined.
Inception was characterized by the sudden appearance of a
well defined, fully cavitating vortex. The onset of cavitation
in weak water was highly intermittent with a large reduction
in the cavitation number being necessary before cavitation
became more fully developed in the vortex core. The appear
ance of cavitation was always in the form of relatively long
segments of cavitating core. No spherical bubbles or approx
imations thereof were ever observed in this study which is quite
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Fig. 8 Axial velocity (left) and turbulent velocity (right) in the trailing 
vortex at one span length downstream 

different from the observations at SAFHL (Higuchi et al., 
1989; Arndt et al., 1991). It should also be noted that although 
the cavitation number for inception in weak water could be 
considerably higher than in strong water, the degree of cavi
tation was identical to that observed at inception in strong 
water when the cavitation indices were identical. This was 
verified by repeatedly measuring the cavitation index at which 
cavitation in weak water was identical in appearance to in
ception in strong water. 

The highly intermittent nature of inception in weak water 
may be explained by a simple two-dimensional Rankine vortex 
model. Analysis shows that when the cavitation number is 
identically equal to the minimum pressure coefficient, two 
different vortex structures are possible, having identical cir
culation and total angular momentum. The first is the classical 
single phase vortex, with maximum tangential velocity oc
curring at the edge ofthe viscous core, a. The second possibility 
is a vortex having a vapor filled core of radius equal to 
a/*Jl and maximum velocity that is V2 higher than the max
imum velocity in the noncavitating core. Details are given in 
the Appendix. Although the trailing vortex in this study is 
more complex than the simple Rankine model, it is possible 
that the observed intermittency at inception in weak water is 
due to a fluctuation between two possible flow modes, namely 
a single phase and a two-phase vortex system having identical 
values of circulation and total angular momentum. 

Although cavitation inception in very weak water is very 
hard to define, the results are repeatable from day to day. On 

Fig. 9 Cavitation in strong water compared with estimates derived from 
previous work at the St. Anthony Falls Hydraulic Laboratory—a - a0 

= 7.2 deg 
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Fig. 10 Cavitation in strong water compared with estimates derived 
from previous work at the St. Anthony Falls Hydraulic Laboratory—a 
- a0 = 13.2 deg 

the other hand, cavitation inception in strong water is very 
easily observed because of the sudden onset of a fully developed 
cavitating vortex, but results from day to day vary considerably 
because of the difficulty in reproducing precisely the same 
water strength characteristics. In previous studies at SAFHL, 
the role of dissolved gas was found to be important when the 
flow in a laminar separation bubble on the surface of the foil 
is supersaturated. To determine the general validity of this 
hypothesis, studies were made in strong water at two angles 
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Fig. 11 Comparison of weak water results with Cp . determined from 
the measured velocity profile. The "corrected" curve is obtained by 
adjusting the measured value of a, by the amount of measured tension. 

of attack. The results are shown in Figs. 9 and 10. The expected 
curves in the diagrams are based on Arakeri et al. (1986). 
- Cp j is assumed to be constant over the range of velocity 
shown. <rcri is the value of cavitation index at which the flow 
in the laminar separation bubble is just at the saturation level 
for the concentration of dissolved gas in the freestream. It is 
assumed that a,- can be calculated for values greater than aa\, 
when the vortex is under tension due to the size of free stream 
nuclei active in the cavitation process: 

8 S 
ot= -C, Pmin 3 R0pU\ (11) 

R0 was assumed equal to 2/xm which produced the best fit to 
the data in the SAFHL studies. Further analysis of this point 
is given in subsequent sections of this paper. Only qualitative 
agreement with previous work was obtained. At the design 
angle of attack of a - a0 = 7.2°, C, £ 0.4, the data show 
little variation with velocity. At a higher angle of attack, a 
- a0 = 13.2°, C/ = 0.75, there is a larger predicted variation 
in cavitation index over the same range of velocity and the 
data qualitatively confirm this expectation. 

Measurement of cavitation index at constant velocity was 
also made in weak and strong water over a range of lift coef
ficient Q. In Fig. 11, the weak water results are compared with 
the estimate of pressure in the vortex core obtained by inte
grating the tangential velocity distribution from the suction 
side. This estimate was made at the axial position where in
ception was observed {x/b = 1.0). Measurements at x/b 
= 0.5 indicted that the vortex was already rolled-up at that 
axial position. For an axisymmetric vortex, the Navier Stokes 
equations reduce to 

dp — = p — 
dr r 

C, Pm Jo r l t / „ dr 

(12) 

(13) 

Comparison is made with the "corrected" value of <r;- which 
is obtained by making an adjustment in the data for the meas
ured value of tension (Keller, 1987). Each data point represents 
an average of at least six readings. The general trend of CPmia 
and CT,-W with Q appear similar. Both sets of data tend towards 
zero at a finite value of Ct which was also the case for the 

st rong water 
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Fig. 12 Comparison of weak water and strong water results 
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Fig. 13 Normalized lift vs. cavitation index for « - «0 = 5.2 deg 

observations made at SAFHL. The value of om is consistently 
higher than - Cp in implying that the effect of turbulence is 
significant. This is a highly complex issue (Arndt, 1981a, 
1981b). Another important point is that both the am and Cp 
data vary approximately with Cf, in contradiction with the 
measured results for cavitation in strong water. This is shown 
in Fig. 12. For simplicity, strong water data are compared with 
the <T,-W curve corrected to zero tensile strength water. No cav
itation data could be obtained in strong water at a - ao 
= 5.2 deg (C/ = 0.33), because surface cavitation would occur 
in the absence of vortex cavitation. Further lowering of the 
cavitation index resulted in more profuse surface cavitation, 
the foil then became unloaded and the strength of the vortex 
was weakened to the point that vortex cavitation could never 
be observed, even with further lowering of the cavitation index 
to the minimum value possible. The reason for this is illustrated 
in Fig. 13 which displays the variation of lift with cavitation 
index in weak water. The onset of vortex cavitation, patch 
cavitation, and then bubble cavitation as cavitation index is 
lowered is marked on the diagram. Note the sharp drop in lift 
with the onset of bubble cavitation. The sequence is reversed 
in strong water. Bubble cavitation occurs before vortex cavi-
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Table 1 Apparent tension and calculated nucleus size 
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Fig. 14 Correlation of apparent tensile strength with measured values 
using the venturi technique. Solid symbols are for variable velocity tests. 

tation. There is a sharp reduction in lift and the trailing vortex 
is weakened to the point that vortex cavitation does not occur. 
Unfortunately the measuring system response time was too 
slow to accurately portray the variation of lift versus cavitation 
number with the rapid lowering of pressure necessary for work
ing with strong water. Pressure could be lowered as rapidly as 
one bar per second. 

It is important to note the large scatter in the strong water 
results. Even lower values are obtainable by determining the 
inception point by increasing velocity with pressure held con
stant until cavitation occurs. With the tunnel used in this study, 
it was difficult to maintain the same water strength for long 
periods of time. This is quite different from the tests at SAFHL 
which were made in a tunnel with a special degassing system 
and a 100:1 contraction ratio nozzle. Very little scatter was 
encountered when a consistent method of pre-pressurization 
was used. In spite of the scatter in the current study, it is 
evident that the trend of o> with Q is different with strong 
water than with weak water. For comparison, the trend ob
served in this SAFHL tests is sketched in as a dotted line in 
Fig. 12. Qualitatively, the same trend is observed in these tests. 
As already noted, the difference between the zero tension re
sults, and the strong water results is the amount of tension 
sustained by the vortex (Eq. (6)). An estimate of effective nuclei 
size can be made using Eq. (4). The calculated values of tension 
and apparent nucleus size are given in Table 1. 

There is an apparent trend of increasing tension and de
creasing nuclei size with increasing lift coefficient.2 The results 
for Q = 0.75 are not quite comparable to the other sets of 
data since the details of the vortex formation are different due 
to a suction peak at the leading edge of the foil for lift coef
ficients greater than about 0.6 (Fig. 3). It should be noted that 
the apparent nucleus size is of the same order of magnitude 
noted in the SAFHL tests. 

It should also be noted that attempts to correlate the ap
parent tensile strength with the measured value were unsuc
cessful. This is shown in Fig. 14. It is also important to point 
out that higher values of tension were always noted using the 
constant pressure/variable velocity technique rather than the 

2Unpublished calculations by Mr. Christian Dugue agree with this observa
tion—maximum possible nucleus decreases as the centrifugal acceleration in the 
vortex core region increases. This warrants further study. 

constant velocity/variable pressure technique to determine cav
itation inception. 

V Conclusions 
The experiments in the present program qualitatively con

firm the findings in the SAFHL tests. Comparison between 
cavitation data for weak water and estimates of the mean static 
pressure in the core indicate the strong possibility that tur
bulence or flow unsteadiness is an important consideration in 
the cavitation process. Turbulence measurements show that 
the turbulence intensity is very high close to the edge of the 
vortex core. Unfortunately, further measurements are neces
sary to fully describe the vortex in enough detail to determine 
the effects of turbulence quantitatively. 

Lift data, collected over a range of Reynolds number from 
4.6 x 105 to 2 x 106, agreed well with the theoretical predic
tions. These data were used to correlate measurements of pe
ripheral velocity in the form ve/CtU0 as a function of distance 
through the vortex. Surprisingly good correlation of the ve
locity data was in the range of lift coefficient from 0.33 to 
0.75. 

The observation that the strength of the vortex scales directly 
with lift coefficient is in contradiction to the previous obser
vation that cavitation index scales with angle of attack to the 
power 1.4. However, the results of this study indicate that 
observations in weak water also closely follow a Cf relationship 
whereas observations in strong water more closely follow the 
previously observed variation, i.e., Cj'4. This implies that the 
amount of sustainable tension, and the size of the nuclei active 
in the cavitation process, are a function of vortex strength. 

The inception process in weak water was observed to be 
highly intermittent. Striated bubbles were observed to rapidly 
become the size of the core radius of the vortex. This obser
vation is correlated with an ad hoc model of inception which 
indicates that angular momentum and circulation are con
served in two different vortex configurations. The first being 
a single phase vortex whose minimum pressure is just equal to 
vapor pressure and the second having a vapor filled core with 
a maximum tangential velocity that is 40 percent higher than 
in the single phase vortex. 
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A P P E N D I X 
A Simple Model for Cavitation Inception in a Vortex 

Consider a Rankine vortex having a core radius a and max
imum circulation T. The velocity distribution is 

r 
V6=- 2r r ^ a 

lira 

licr 

(A-1) 

(A-2) 

The total angular momentum per unit length contained within 
a radius r0 — oo is 

E4" rM f l 2 
(A-3) 

Consider next a cavitating vortex such that 
r<rt (vapor) 

and 
r>rt (water) 

with 

r 

(A-4) 

(A-5) 

l > „ = 
2-KA 

r rx<r<r2 

v6 = T— r>r2 2-wr 

(A-6) 

(A-7) 

The total angular momentum per unit length (neglecting the 
density of vapor in comparison to the density of water) is 

*-i*{*-\*-\{ (A-8) 

For angular momentum held constant, L and Lc can be equated 
to yield 

"'2) , ! ,TT (A-9) 
1 + 

r2 

The pressure distribution in the single phase and cavitating 
vortices are, respectively, 

2 

CP = 

CP = 

- 2 r<a 

2 

r>a 

for the noncavitating vortex and 

rV J. 
r2 Vl, 

-Pc 

rx<r<r2 
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Fig. A-1 Schematic of single phase and equivalent cavitating vortex 
having equal maximum circulation and total angular momentum per unit 
length 

where Cp is defined as 

CD 
P-Po 

1 
2P\2wa 

(A-14) 

When a is just equal to a,-, the single phase vortex at incipient 
conditions is described by 

C p m i „ = - 2 = - o < ( A 1 5 ) 

Consider next the cavitating vortex. Let Cp = - 2 at r = rx. 
Then from Eq. (A-12) 

/V 
r2 

= - 2 

- 2 = - 2 

Noting Eq. (A-9) 

.*)-[••£ 

(A-16) 

(A-17) 

(A-18) 

Equations (A-17) and (A-18) can be combined to yield an 
expression for X = ri/r2: 

(X2-2)(l + X 2 ) = - 2 (A-19) 

The roots of Eq. (A-19) are X = 0, X = ± 1. X = 0 corresponds 
to inception. The other realistic solution is X = 1 or 

- = 1 (A-20) 
ri 

a V2 
Using Eqs. (A-6) and (A-7), it can be shown that the maximum 
velocity in the cavitating vortex is \[2 higher than in the non
cavitating vortex. 

\ . , i = \/2ve . 
mdxi c a v nittx i n 0ncav 

This is illustrated in Fig. A-1. 

(A-21) 

(A-22) 
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A Note on Choking Cavitation Flow 
Past Bluff Bodies 
A model is developed to predict the choking cavitation number for sharp edged 
bluff bodies subject to wall interference effects. The fact that the forebody pressure 
distribution under cavitating conditions essentially resembles the values obtained in 
noncavitating flows is made use of in the development of the model. The model is 
verified using experimental results from present and previous studies for a specific 
case of choking flow past a two-dimensional prismatic body. 

Introduction 
The interference effects of the boundaries of a water tunnel 

on the cavity dimensions formed behind bluff bodies are sig
nificant (Waid, 1957). As the cavitation number of the flow 
is reduced, the cavity elongates. This elongation effect caused 
by the tunnel boundary may become so extreme that the cavity 
is expected to become infinitely long at a cavitation number a 
greater than zero (Streeter, 1961; Cohen, 1958). Under these 
conditions, the water tunnel is said to be choked and further 
efforts to decrease a by increasing the flow velocity are im
possible. This choking effect is of considerable importance, 
since it limits the ability of a water tunnel to operate at small 
cavitation numbers. Consequently, not all cavitating flow con
ditions can be modeled in a water tunnel. It has been recently 
pointed out by Tullis (1989) that the worst condition at which 
to operate a pump, orifice or a valve is near the onset of 
choking, since erosion damage, noise, and vibration are max
imum just before a hydraulic system chokes. 

Several theoretical (Birkhoff, 1950; Cohen and Prima, 1958; 
Wu, 1971) and experimental (Palanichamy, 1976; Chandrash-
ekara, 1973) studies have been carried out to analyze the wall 
interference effects on cavity flows. Both theory and experi
mental data indicate that a larger degree of blockage is as
sociated with a higher value of choking cavitation number. 
Most of the earlier experimental results related to wall inter
ference effects on cavitating sources were influenced by Reyn
olds number effects, since circular sources were used as the 
test bodies and the test Reynolds numbers spanned the critical 
regime of flow (Balachandar, 1988). In the present study, at
tention is focussed on sharp-edged bluff bodies with fixed 
separating edges to reduce or eliminate Reynolds number ef
fects. Following Birkhoff (1950), a momentum balance ap
proach is used to develop a model to predict choking cavitation 
numbers as a function of blockage. Here, blockage is defined 
as the ratio of the area of the model to the area of the test 
section. In two-dimensional flow, blockage = b/B, where b is 
the height of the body and B is the height of the test section 
(Fig. 1). The model developed is verified using experimental 
results from present and previous studies. 

Theoretical Considerations 
The following assumptions are made in the development of 

the model: 
(/) At choking conditions, the density of the fluid in the 

cavity is negligible and the near wake pressure is constant. 
Hence, the pressure along the freestream line does not vary 
much and it is close to the vapor pressure Pv. 

(ii) The maximum width Wof the cavity behind a cavitating 
source (Fig. 1) approaches the value of the width of the wake 
predicted by potential flow solutions. The jet width Bj is given 
by 

Bj=l-(B-b)Cc (1) 

where, Cc is the jet contraction coefficient obtained from po
tential flow studies (Shaw, 1969). 

(Hi) The boundary friction is negligible along the control 
surfaces (Fig. 1). 

It will be shown in a subsequent section that the wake center 
line pressure distribution tends to be constant, as a is reduced 
and choking conditions prevail. Consequently, for choking 
flows, the separating pressure Ps can be taken to be equal to 
the cavity pressure in the near wake. Considering unit width 
of flow for the control volume EFGHIJ (Fig. 1) and applying 
a momentum balance, one obtains, 

PchB + pU2
chB = Pj(B-b)Cc + pUf(B-b)Cc 

+ Ps(B-(B-b)Cc) + l-pU2
chbCD (2) 
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where Pct, and UCh refer to the freestream pressure and velocity 
in the approaching flow when choking conditions prevail, 
P, = jet pressure in sections FG and HI, Cfl = drag coefficient 
and p = density of fluid. Define the choking cavitation number 

0>ch=- (3) 
:pU2

ch 

Using the above assumptions and continuity relations, one can 
simplify Eq. (2) to obtain 

Och = 

Cc 

- + C D - - 2 . 0 (4) 

Equation (5) below defines CD in terms of the fore and rear 
body pressure coefficients Cpj and Cpr 

CD= \ Cpfdx- \ Cprdx (5) 

It should be noted that in Eq. (5), x = 0 refers to the stagnation 
point s' and x= 1 refers to the separation point s (Fig. 4). 
Using the data presented earlier (Ramamurthy, 1977), one can 
conclude that the forebody pressure distribution for cavitating 
flows, essentially resembles the forebody pressure distribution 
obtained in noncavitating flows. Using this argument, one can 
evaluate the value of the first term on the right-hand side of 
Eq. (5) from existing noncavitating test data at any given block
age. Consequently, at choking conditions, 

CD = CD[ach,b/B] 

where, 

n[b/B] 

- I ' 

Jx=0 

Cpr dx—rj + oc) (6) 

Cpfdx. 

Using Eq. (6) in Eq. (3), one obtains 

1 
Ochz 

1 - * 
B 

1 - f .C 
+ ^ - 2 . 0 (7) 

In Eq. (7), Cc is a function of b/B. Further, based on existing 
noncavitating flow test data related to the dependence of ij on 
b/B, ach can be evaluated for two-dimensional sharp edged 
bluff bodies such as flat plates and wedges. 

Experimental Setup and Procedure 
The present experimental study was conducted in a water 

tunnel (Fig. 2) suitable for cavitation experiments (Tunnel A). 
Polished equilateral prisms made of brass formed the basic 
cavitating sources. The sources were always mounted such that 
the front face was normal to the flow. The blockages tested 
varied from 9.7 to 57.5 percent. Span-wise uniformity of the 

TRANSITION CONTRACTING CONTRACTION TEST SECTION DIFFUSER 
SETTLING CHAMBER 

(Not lo scale. AH dimensions are in millimeters) b/B = 0.097, 0.243, 0.326, 0.575 

Fig. 2 Experimental setup 

o.o a 
0.2 0.4 Z/W 0.6 

Fig. 3 Span-wise velocity distribution normalized by centerline velocity 

axial velocity distribution was checked at a location 50 mm 
downstream from the inlet to the test section, in a horizontal 
plane perpendicular to the flow (Fig. 3), using a 15mW He-
Ne Laser Doppler velocimeter [TSI Inc.] in the forward scatter 
mode. In Fig. 3, the velocities are normalized by the center 
line velocity Uc. A pressure tap 0.5 mm in diameter was located 
at the center of the front face of the cavitating source to 
measure the stagnation pressure. The stagnation pressure was 
used to calculate the freestream pressure P (Fig. 1). The value 
of P was also independently obtained by direct measurement 
at undisturbed location upstream of the body. The pressures 
at the two separating points were measured by means of pres
sure taps located at the rear of the body very close to the 
separating edges. The maximum uncertainty in the reported 
values of the Cps and a is ± 6 percent at 20 to 1 odds (Kline, 
1953, 1985). A stroboscope (Bruel and Kjaer, Type 4912) and 
a battery of powerful lights aided visual observation. While 
conducting each test run, the water temperature and the air 
content were also noted. During almost all the tests, the air 
content ranged from 11 to 17 ppm at atmospheric conditions. 
During any given test, the change in air content was negligibly 
small. The discharge was measured with the help of a 60 degree 
V-notch and the maximum error in the discharge measurements 
was less than 3 percent. The wall-pressure fluctuations in the 
absence of the cavitating source was found to be of the order 
of 0.5 percent of the dynamic pressure. The frequency of 
pressure pulsations in the wake were obtained with the help 

N o m e n c l a t u r e 
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CD = 
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width of bluff body Cps 
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base pressure coefficient Ps 

forebody pressure coefficient Pv 
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frequency of vortex shedding 
approaching freestream pres
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jet pressure 
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Fig. 5 Variation of ij with b/B 

of pressure transducers located in the vicinity of the free shear 
layer. The output signal from the transducer demodulator was 
fed to a Fast Fourier transform analyzer (Wavetek, 5830-A) 
to carry out the spectral analysis. The accuracy of the frequency 
measurement was ±0.25 Hz. In the present series of tests, the 
Reynolds number varied from 1.0<Rex 10~5<8.0. Previous 
studies (Ramamurthy, 1973, 1977) have shown that in this 
range of Re, the hydrodynamic characteristics are independent 
of Reynolds number. 

Additional tests were also conducted in an auxiliary water 
tunnel (Tunnel B). This water tunnel has a 10:1 contraction 
preceding the test section and yielded a nearly uniform velocity 
at the test section. The test section was 101.6 mm high, 50.8 
mm wide and 508 mm long. Details of this tunnel are available 
elsewhere (Balanchandar, 1990). Since the cross sectional width 
of this test section is larger than the one described previously, 
higher aspect ratios (test body width/body height) can be ob
tained for the same blockage. For example, a blockage of 9.7 
percent yields aspect ratios of 0.32 and 5.15 in tunnels A and 
B, respectively. 

Analysis of Results 
The forebody pressure distributions at various blockages are 

reported in one of our earlier studies (Ramamurthy, 1973) and 
also in the studies of Shaw (1971) and Modi et al. (1977). 
Figure 4 shows the pressure distribution for two typical block
ages. Using data such as Fig. 4, the value of 77 at any particular 
blockage was evaluated by integrating the forebody pressure 
distribution. Figure 5 shows the variation of 17 with b/B. A 
straight line fit was obtained for i\ in the range 0<b/B<0.5. 
The straight line fit is denoted as, 

ij = 0.805-1.450(6/5); 0<b/B<0.5 (8) 

It should be noted that as b/B-* 1.0, 17 —0.0 (Shaw, 1969). 
Using Eq. (8) in Eq. (7), ach can be evaluated for a given 
blockage. 

Figure 6 shows the variation of the Strouhal number S with 
a for a typical blockage of 0.326. The value of S remains 
constant at the non-cavitating value over a range of a. When 
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Inset: Variation of Cc with b/B for sharp-edged bluff bodies (Shaw, 19 

one reduces a further, the value of S increases, followed by a 
reduction in S. As a is decreased even further, the value of S 
drops rapidly and a stage is reached when S approaches zero 
for <r>0. Using these conditions, the time history of pressure 
fluctuation indicates that vortex shedding becomes highly in
termittent and finally ceases. The corresponding spectra do 
not indicate a dominant frequency. The cavitation number of 
the flow at this stage is denoted as <jch. Inset A of Fig. 6 shows 
the variation of cavitation number a with increasing velocities 
for a typical blockage of 0.326. With increasing velocities, a 
stage is reached when further increase in velocity does not 
result in a decrease in the value of a. At choking conditions, 
insets B and C of Fig. 6 indicate that the pressures in the wake 
region are constant and are nearly equal to the vapor pressure. 
Figure 7 shows a fair agreement between the present experi
mental data and the variation of ach with b/B obtained from 
Eqs. (7) and (8). Figure 7 also includes the experimental data 
of Waid (1957) and the theoretical results of Birkhoff (1950). 
The present method requires only the existing experimental 
data related to the distribution of pressure around the bluff 
body under noncavitating conditions and the theoretical con
traction coefficient Cc obtained from potential flow studies 
(Inset, Fig. 7). Since, these data are generally available for 
sharp-edged bluff bodies, the suggested procedure can be used 
to determine ach without recourse to experimentation under 
cavitating conditions. 

Conclusions 
A semi-empirical analysis is developed on the basis of a 

simple momentum balance approach to predict choking cav
itation number ach for sharp edged bluff bodies subject to wall 
interference effects. The procedure suggested enables one to 
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determine och by using existing information related to non-
cavitating flow past two-dimensional, sharp edged bluff bod
ies. A fair agreement is seen to occur between the present 
experimental values of ach and the proposed model. 
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Applicability Tests for the Phase 
Doppler Anemometer for Cavitation 
Nuclei Measurements 
A compromise between a reliable phase-diameter relationship and a good imaging 
of the control volume is necessary for the application of the PDA-instrument when 
measuring cavitation nuclei. The phase-diameter relationship for bubbles and par
ticles were investigated theoretically, the imaging of the control volume experimen
tally. Further PDA-measurements were conducted for Latex spheres of different 
diameters as scattering objects in water and single air bubbles in transparent plastics. 
The concentrations and diameters measured by the PDA agreed very well with the 
results obtained by other methods. An investigation of the scattering from back
ground particles in water was conducted with the PDA in the small HSVA cavitation 
tunnel. Also, nuclei measurements were performed with a gassing system in the 
tunnel. In 1972 the ITTC-Cavitation Committee defined specifications for the control 
of the free air content in routine and research cavitation tests. The tests completed 
so far show that the PDA-instrument fulfills these specifications for the major part. 

1 Introduction 
Cavitation research has shown that microbubbles are weak 

cavitation nuclei and dirt particles are strong ones, if one does 
not consider the complicated nature of pore nuclei. Since mi
crobubbles always cavitate first compared to dirt, earlier nuclei 
determinations were focussed on the measurement of micro-
bubbles as cavitation nuclei. 

The Laser-scattered-light instrument according to Keller 
(1973) was originally applied for the above purpose at the 
cavitation tunnels of HSVA. However, this technique had 
physical difficulties, such as the inversion of the light intensity 
within the Laser beam (Weitendorf et al., 1981, 1982). This 
led to an inhomogeneous light intensity distribution in the 
measuring control volume. Therefore, it was found that either 
a correction method for the Laser-scattered-light instrument, 
as proposed by Billet (1984), or further instrument develop
ment would be necessary. Billet's endeavor led only to a partial 
success and Keller made the move to another method (Keller, 
1986). 

Due to these difficulties HSVA initiated a cooperation with 
DANTEC(DISA) Electronic A/S, Copenhagen, in 1980. The 
development of a new instrument was based on the specifi
cations for an ideal nuclei measuring instrument defined by 
the International Towing Tank Conference (ITTC). A study 
by Knuhtsen and Jessen (1981) for a new instrument consisted 
of: 

- Investigations of optical principles for the measurement 
of particle size and concentration 

- Investigations of methods for signal processing and on
line data analysis and 

Contributed by the Fluids Engineering Division and presented at the Winter 
Annual Meeting, San Francisco, Calif., December 10-15,1989 of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engi
neering Division February 13, 1990. Associate Technical Editor: G. L. Chahine. 

- Recommendations for an optical principle and for the 
design of a practical instrument. 

In the study the optical principles were divided into four groups: 
- Holography 
- Application of light scattering 
- Optical processors and 
- Some special alternatives, e.g., the combination of pho-

tomultipliers and microphones. 
Holography as principle for a new instrument was not con

sidered, since this method requires too much time for evalu
ating the measured data. Also, the principles of the latter two 
groups seemed to be unfavorable. Therefore, out of the group 
of light scattering methods, DANTEC(DISA) originally pro
posed the variable frequency grid method for further appli
cation. Yet, as the project developed, an even better principle 
came to the forefront and was proposed instead: the use of 
the phases from Laser Doppler bursts of two or more pho-
tomultipliers being proportional to the nuclei diameter (Saff-
man et al., 1984). Durst and Zare (1975) had originally used 
the same principle, but for much larger smooth bodies (or 
bubbles). Bachalo and Houser (1984) applied this phase-di
ameter relationship also, but for spray droplets. The instru
ment developed by DANTEC(DISA) was called Particle 
Dynamic Analyzer (PDA), the abbreviation stands also for 

' Phase Doppler Analyzer. 

2 Physical Principle, Investigations of Control Volume 
Image, and Phase-Diameter Relation 

When a microbubble passes through the intersection of two 
laser beams as shown in the upper half of Fig. 1, the fringe 
pattern existing in the crossing point is projected into space 
mainly due to reflection from the bubble surface. This pro-
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Fig. 1 The Phase Doppler Anemometer (PDA) method 

jection is equivalent to the Doppler burst. Two or more pho-
tomultipliers at different points in space receive the same 
Doppler burst, but with a time lag that corresponds to the 
phase between the signals. This phase is linearly proportional 
to the diameter of the bubble. Three photomultipliers are nec
essary when the measuring range is large and when phase jumps 
occur. This offers the possibility for a spherical check of the 
signals to discriminate between bubbles and particles. For this 
purpose the electronic data acquisition of the PDA compares 
the two phase results obtained from the three photomultipliers. 
The lower half of Fig. 1 shows a sketch of the optical DANTEC 
system which has three multipliers. Further details of the phys
ical principle and of the computations of the phase-diameter 
relationship which were performed during the development of 
the PDA by DANTEC(DISA) were given by Saffman et al. 
(1984). 

All the relationships developed by Saffman et al. (1984) 
concerning the physical principle of the phase-diameter rela
tionship and the control volume size are valid for air. Since 
the PDA-instrument is intended to be used for measuring bub
bles in water it is crucial to account for the precise dimensions 
of the control volume in water. Also, it is important to know 
what the photomultipliers receive through the plexiglass win
dows of cavitation tunnels. These investigations were made in 
a small water basin using a luminescence diode. Figure 2 shows 
the results for receiving angles of 72 and 90 deg in air and in 
water for the three photomultipliers used. The dimensions of 
the control volume for a receiving angle of 72 deg in water are 
distorted and different for the three multipliers in the z-direc-
tion, i.e., perpendicular to the flow direction. On the other 
hand, at 90 deg there are no deficiencies for water and air. In 
this case the three photomultipliers have the same control vol
ume dimensions for the observation of the Doppler bursts. 
Therefore, there was the hope that at receiving angles around 
90 deg a good compromise for an acceptable imaging of the 
control volume and an acceptable phase-diameter relationship 
could be found. 

Receiving angle 
in water 
* = 72° 

Receiving angle 
in a i r 
* = 90° 

Receiving angle 
in water 
* = 90° 

Fig. 2 Measured dimensions of control volume. Photomultiplier No. 1 
o ; photomultiplier No. 2 A ; photomultiplier no. 3 X. 

Fig. 3 Calculated phase-values for different receiving angles <t>. Bubble 
diameter D = 10 pm 

Calculations based on the Mie-theory were performed in 
order to find an acceptable phase-diameter relation around 90 
deg. In Fig. 3 the results for the behavior of the phase as a 
function of the receiving angles are shown. Just below 90 deg 
there is almost no oscillation of the phase. Keeping this in 
mind further Mie-calculations for receiving angles of 72 deg 
as originally proposed by Saffman et al. (1984), 87 and 90 deg 
were carried out. It turned out that for 90 deg the phase-
diameter relation is unacceptable. The results for the two other 
cases as shown in Fig. 4 reveal that at 72 deg the linear behavior 
of the phase-diameter relation is excellent and at 87 deg it can 
be taken as a reasonable compromise. 

Equivalent Mie-calculations were also conducted for Latex-

444 / Vol. 114, SEPTEMBER 1992 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 [fI"l

'Il. 61l. 91l. 100. 121l.

Fig. 5 Test loop

30.0

J~ ~
u
~
.:::::

..: 'tr ,--~...
"~
" ,_J !
0
u I I

, I

! ,--
I ~

I , ,
l--L~r-,----J , ~

0.0
.... ..: ~- !~~'-;'U~ _.;:-~__ ,--

125 Diam. (micr.) 250
~fl ~le5 TIme , ml' <tl> moo Comments

3.28 3 30t .23 2.11 35 Bllckground
56.1 66 300.73 2.10 11 Htth 70 IIle. latex spheres

207.29 2313 299.92 2.06 63 10 minutes later

'9. 69. 99. 100. 129.

41l1!.

nil.

f329.

281l.

241l.

200.

"Il.

121l.

99.

41l.

Il.
Il. 21l.

400.

351l.

f]29.

289.

241l.

200.

"".
121l.

81l.

49.

Il.
Il. 21l.

Fig. 4 Calculated phase·values for 3 receiving angles Fig. 6 Latex spheres in filtered water

spheres and glass spheres in water. The results showed that
Latex spheres in water have an acceptable behavior. On the
other hand, glass spheres in water cause problems due to the
small difference in the refraction indices between water and
glass. Glass spheres were considered, since they were available
with very small deviations from the mean values for different
diameters. This was not the case for Latex-spheres. On the
other hand, the application of Latex-spheres led to some ex
perimental difficulties that will be described in the next section.

3 Special Tests With the PDA-Instrument
Concentration investigations with Latex-spheres were car

ried out in a special test loop shown in Fig. 5. Through a plastic
tube above the window of the test loop Latex-spheres were
added into the water. Air bubbles were extracted from the test
water through a second tube, since they could possibly disturb
the measuring results. The control volume with the two crossing
laser beams was located just in front of the cone that can be
seen within the left half of the test loop window in Fig. 5. The
flow direction is from right to left and the water leaves the
test loop chamber through a hole that is drilled in the cone.
The flow quality immediately in front of the cone can be
characterized by the PDA measurement itself. Since the PDA
principally yields not only size measurements for particles or
microbubbles but also velocity measurements, one can find
from the narrow velocity histogram that there was no recir
culating flow.

The results of concentration measurements obtained for 70
micron Latex-spheres and for filtered water are shown in Fig.
6. The result for the background measurement is represented
by the dotted line. The dashed line in the middle shows the
concentration immediately after the Latex-spheres were added

to the filtered water. The maximum for this measurement lies
at a diameter of 70 microns. The same water-Latex-sphere
mixture was investigated again ten minutes later. The results
are shown by the solid line. It is characterized by two maxima,
one at about 20 microns and one at 70 microns. Both maxima
are caused by dirt attached to the Latex-spheres. This is shown
in the photograph in Fig. 7. After some time the dirt is washed
off and is measured as small particles. The ratio between dirt
and Latex-spheres was about 5: 1. This disturbing dirt influence
was discovered by observing the Latex-spheres with a micro
scope. Figure 7 shows a typical dirt photograph. Also, some
of the smaller diameters shown in Fig. 6 are caused by small
Latex parts that have been cut off from the original Latex
spheres by the pump working in the test loop.

The concentration investigations with Latex-spheres de
scribed up to now were performed for only one diameter. For
newly developed nuclei measuring instruments it is always in
teresting whether or not it is possible to measure the correct
diameters out of a mixture containing several diameters. Such
a test was carried out for a mixture with 45 and 90 micron
Latex-spheres. Two of the three maxima in the figure emerge
at the correct diameters as is shown in Fig. 8. As explained
previously, the third maximum at smaller diameters is caused
·by dirt. The dirt may be regarded as a third group of particles
with diameters below 15 microns. The somewhat large scatter
around the mean diameters 45 and 90 micron in Fig. 8 can be
clearly explained by the strong variation of the diameters of
the Latex-spheres. This fact was verified by microscopic in
spection.

The basic examination of bubble diameters measured with
the PDA was performed earlier by a comparison between pho
tographically determined bubble diameters and those measured
with the PDA. This result was shown by Tanger (1986).
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Fig. 9 Rotating disk with single bubbles

disk are known. Whereas the disk speed can be measured easily,
the measuring volume size has to be determined by a special
procedure. Using a displacement micrometer for this purpose
the entire disk apparatus was shifted latenilly to the laser beam;
i.e., the individual bubble within the transparent plastic was
moved through the control volume. Passing single bubbles
through the center of the control volume, maximum signals
could be measured. At the edge of the measuring volume the
signals faded out. Using this procedure the measuring volume
size was determined. The results of this concentration deter
mination, which can be regarded as an experimentally deter
mined direct method, were compared with the PDA-results.
Figure 11 shows the comparisons between the PDA-measure
ments and the concentration determined by the direct method.
It can be stated that the agreement between both methods is
better for larger than for smaller bubbles. In general the result
of the comparison is acceptable.

Additionally, the concentrations of Latex-sphere mixtures
were measured not only using a microscope but also with the
PDA. There was good agreement between the two methods.

4 Tunnel-Tests
Regardless of how many particles and/or pore nuclei con

tribute to the cavitation process, experience gained from rou
tine cavitation tests and special research investigations (e.g.,
Weitendorf, 1979) have shown that the free air content as gas
bubbles in water is an important influence on cavitation. There
fore, the PDA was used to measure the micro gas bubbles that
are generated in cavitation tunnels at reduced pressures.

These investigations were carried out with the PDA in the
small cavitation tunnel of HSVA. The tunnel without model
was filled with water of normal quality. One result of the
measurements showed that the dirt within the tunnel water
reflects so intensively that it is measured as small bubbles.
Therefore, before the next series of measurements was per
formed, the amplification of the PDA was decreased to such
an extent that no bubbles and particles were measured at at
mospheric pressure. In the following measurement series, the
atmospheric pressure result was used as a reference and com
pared with those of gradually lowered tunnel pressures. The
results showed that there is a sudden strong and surprising
increase in the number of bubbles around a tunnel pressure
of -74.1 kPa (25.9 kPa absolute). An additional significant
increase in the number of bubbles did not occur when the
tunnel pressure was reduced below -74.1 kPa. The question
as to whether this behavior is typical for bubbles in cavitation
tunnels or whether this is a typical tunnel characteristic was
pursued in a second series of measurements. It was tested
whether a similar behavior of bubbles can be observed when
existing bubbles are exposed to a pressure change. This series
of measurements started with the same background measure
ment as mentioned above; Le., with normal tunnel water under
atmospheric tunnel pressure the PDA amplification level was
adjusted such that no bubble and particle detection occurred.
Bubbles were then seeded into the small tunnel using the gassing
system described by Hentschel et al. (1984). The upper diagram
of Fig. 12 shows the results of this test with atmospheric tunnel
pressures. The other two diagrams show the results for tunnel
pressures of - 24.7 and - 49.4 kPa. Comparing the three his
tograms in Fig. 12 it can be stated that after a significant

.increase in the number of bubbles from atmospheric pressure
to - 24.7 kPa, a further essential increase cannot be observed.
This result is consistent with the result of the first test series.
Of course, this result does not answer the question as to whether
this behavior is a typical bubble or tunnel characteristic.

Further problematic points concerning cavitation tests are:
- Degassing of the tunnel water, i.e., change of water quality

during nuclei measurements,
- Necessary number of samples for results that are statis

tically sound..

30 60 90 120 ~m 0 [wml
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:l.
'\
y
y 22.\
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Fig. 7 Enlarged latex spheres with dirt

Many special investigations with the PDA were carried out
with the Latex-spheres. However, the PDA is intended to be
applied for bubble measurements. A possibility for the con
servation of bubbles is offered by air bubbles cast in trans
parent plastic. In Fig. 9 a plastic disk is shown which contains
single air bubbles that originated during the manufacturing
process. The disk can be rotated to generate Laser Doppler
bursts. This rotating disk was investigated with the PDA. Fig
ure 10 displays a result showing that only one 87 micron bubble
was measured by the PDA. The single bubbles in the disk have
also been measured for control purposes using a microscope.
In general the measurements from the PDA and the microscope
agree well. It should be mentioned that the diagram in Fig. 10
represents a replotted histogram from the PDA and it is really
striking that just one bubble diameter comes out so obviously
in the histogram. This result illustrates the sound physical
principle for measuring bubbles and the quality of the results
for bubbles measured with the PDA.

The concentration for one bubble diameter in the rotating
disk can be determined when the diameter of the single bubble,
the measuring volume size, and the rotational velocity of the
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As published, Billet (1984) already treated the latter point for 
the scattered light technique according to Keller (1973). The 
inhomogeneous light distribution within the control volume 
of the scattered light instrument resulted in an unacceptable 
reproducibility of the measured results. For the PDA a test 
series was performed to check the reproducibility. This test 
series was carried out in the small HSVA cavitation tunnel 
with application of the gassing system published by Hentschel 
et al. (1984) that produces a large number of bubbles. The 
measuring procedure for different numbers of samples was 
carried out three times. The left diagram of Fig. 13 shows that 
a reproducibility of the concentration is obtained with 4000 
samples. It is not clear why the concentration increases some
what when the number of samples is increased to 8000. Ap
parently for a sample number below 1000 the scatter of the 
concentration is too large. The general validity of the left hand 
diagram in Fig. 13 still poses problems. The problem of meas
uring absolute nuclei distributions requires further investiga
tion taking into account the influence of saturation, velocity, 
and varying bubble concentration in the tunnel water. 

In the right-hand diagram of Fig. 13 the three size distri
bution histograms for the case with 4000 samples are repro
duced. Here too, the scatter is acceptable. It should be 
mentioned that for this test series the amplification of the PDA-
system was always set to the same level. This implies that the 
shape of the histograms depends on the amplification of the 
PDA. 

Due to this amplification dependence of the PDA-histo
grams it must be kept in mind that only a relative, and not an 
absolute concentration can be obtained. Therefore, with each 
measurement it must be decided whether the nuclei belong to 
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Fig. 12 Histograms from gassing-device in small HSVA cavitation tun
nel 

those participating in the cavitation process. These delibera
tions are of general significance for each nuclei histogram. On 
the other hand, Fig. 13 shows a reproducibility of + / - 3.6 per
cent for the PDA. This is a significant step forward regarding 
the evaluation of the water quality for cavitation tests. 

Regarding the general uncertainty of PDA measurements 
one may state from the concept considerations for this instru
ment (Knuthsen and Jessen, 1981; Saffman et al., 1984) that 
in the measuring volume with a fringe spacing of about 6.5 
microns bubbles from smaller 10 microns to 178 microns can 
be measured. For this case the control volume length is 5.8 
mm and its diameter is 170 microns (at a distance of 500 mm 
for the receiving optics). 

Due to its physical principle the PDA is especially suited for 
the detection of bubbles as mentioned in section 2. However, 
during the application of the PDA for bubble measurements 
it was discovered that it also detects many dirt particles. These 
particles have obviously reflecting surface qualities. To gain 
some experiences with the PDA in measuring pore nuclei or 
dirt particles the influence of filtering the tunnel water was 
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investigated. For this series of measurements the small HSVA 
tunnel under atmospheric tunnel pressure was used with its 
filtering system (Hentschel et al., 1984). The tunnel water at 
the beginning of the test was of normal quality. For the pre
vious background measurements for bubble investigations the 
amplification of the PDA was set to such a level that no 
particles and bubbles were detected. Here the measuring pro

cedure for the dirt or pore nuclei investigations was different. 
In this case the PDA-amplification was set relatively high. The 
test series for filtering the tunnel water lasted two and a half 
hours. The first diagram of Fig. 14 shows the results of this 
series, continuing the histograms are shown for the beginning 
and end of the filtering. Regarding an evaluation of these 
histograms the aforementioned comments on absolute and rel
ative measurements have to be considered again. On the other 
hand, the results in Fig. 14 reveal that with the PDA dirt 
particles or pore nuclei are also measurable. It is possible that 
those measurements could be not accurate enough and the 
nature of the dirt particles or pore nuclei cannot be determined 
clearly. 

5 Summary and Conclusion 
The detailed experimental investigations to determine the 

control volume and the theoretical analysis for the phase-di
ameter relationship in Figs. 2, 3, and 4 have shown that the 
PDA works for microbubble measurements. Further, the spe
cial investigations in a test loop (Fig. 5) revealed that with 
Latex-sphere mixtures (Figs. 6 and 8) diameter and concen
tration measurements can be carried out, although dirt particles 
clinging to the Latex-spheres (Fig. 7) cause complications. The 
tests with single bubbles cast in transparent plastic (Fig. 9) 
enable a reliable concentration determination (Figs. 10 and 
11). Finally, the investigations in the small HSVA cavitation 
tunnel have shown that the PDA can be applied for bubble 
and, to a certain extent, for solid particle measurements (Figs. 
12 and 14). Also, the reproducibility of the PDA-measurements 
has been verified (Fig. 13). 

The latter fact is very important for the reliable application 
of this new instrument whose development lasted so long. 
Again, the proven reproducibility of the PDA does not solve 
the problem of an absolute nuclei measurement for all nuclei 
diameters. However, by adequate PDA-measurements a sig
nificant amount of the nuclei participating in the cavitation 
process should be measurable. 

At present, when measuring cavitation nuclei in the form 
of microbubbles at HSVA, the PDA amplification is set to 
such a level that neither microbubbles nor particles are meas
ured when performing background measurements. Since pres
sure changes and artificial bubble seeding in cavitation tunnels 
probably do not change the solid particle content, the recorded 
PDA signals should originate from microbubbles. The results 
of microbubble measurements using this procedure are shown 
in Figs. 12 and 13. The solid particle content in the tunnel 
should be determined by additional measurements, e.g., using 
a microscope. 

The verified capabilities of the PDA have been compared 
with the specifications for an ideal instrument for performing 
nuclei measurements that were stipulated by the Cavitation 
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Table 1 ITTC specifications and PDA stage 1989 

ITTC SPECIFICATIONS 

1. Measure nuclei size and d is t r ibu t ion in flowing water. 

2. Operational in ve loc i t ies from 0 to 25 m/s. 

3. Nuclei size from 10 to 250 micron in diameter. 

4. Measurement in number of nuclei /uni t volume (spectrum). 

5. Volume measured compatible with volume based on frontal 
area of body being tested. 

6. The error in number and si2e of nuclei should probably be 
less than 25 percent in diameter and less than 10 percent 
in number so that the effect on cavi ta t ion inception can 
be studied accurately. 

7. Measurement should be independent of the f a c i l i t y . 

8. Measurement should be d i rec t , i . e . , independent of 
theoretical calculat ions with numerous assumptions or 
extensive ca l ib ra t ions, or can easily ca l ibrated. 

9. Must not disturb volume in which nuclei are being measured. 

10. Continuous and instantaneous operation, i f not feasib le, 
time lag not unduly large. 

11. Kind of nuclei (so l id or a i r bubble) must be determined. 

PDA STAGE 1989 

Feasible 

feasible 

Feasible 

Feasible 

In pr incip le feasible 

Size measurement is be'tter feasib le, 
number measurement does not yet reach 
10 percent error 

Feasible 

Feasible 

Feasible 

Feasible 

To certa in extent feasible 

Committee of the ITTC in 1972. Table 1 shows the result and 
it reveals that the PDA has the potential to fulfil these spec
ifications. 

Concerning the error of more than 10 percent in the con
centration measurement it may be mentioned that tests are 
under way to improve the results for bubbles and pore nuclei. 
These tests are inception investigations for a hemispherical 
(Kokeshi) body. It should be mentioned that the capability of 
the PDA to determine the kind of nuclei, i.e., micro air bubbles 
or solid particles (pore nuclei) using the spherical check could 
be helpful in cavitation investigations. Detailed investigations 
of this capability are now under way. 

In its recent report containing a comparison between the 
PDA and holography, the Cavitation Committee (1990) of the 
19th International Towing Tank Conference stated that the 
latter remains the best method for discriminating between mi-
crobubbles and particles. However, holography also has res
olution problems, it enables no on-line evaluation, and is not 
suited for sampling statistics. The PDA avoids these draw
backs. Also, the PDA has already yielded results for micro-
bubbles below 10 microns in the absence of solid particles, as 
shown by Tanger (1986). On the other hand, the PDA records 
dirt particles (Fig. 14), but due to their varying surface contours 
and thus varying index of reflection, it does not size them 
accurately. An improvement of the PDA or a second measuring 
technique may be necessary. This latter could be a microscopic 
or an improved venturi type cavitation susceptibility method. 
However, these two methods have the drawback that they are 
not in-situ measurements, whereas the PDA is an in-situ and 
nonintrusive flow measurement. 

Summarizing all results shown and discussed here it may be 
stated that the PDA is a promising tool for qualifying the 
water characteristics in routine and research cavitation tests. 
In spite of this, it is the opinion of the authors that more 
experience with the PDA is necessary, especially when meas
uring absolute nuclei distributions, and it would be appreciated 
if this could also be gained through international cooperation. 
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Hydrodynamics of Two-Phase Flow 
Across Horizontal In-line and 
Staggered Rod Bundles 
The void fraction and friction pressure drop measurements have been made for 
vertical two-phase flow of air-water across staggered and in-line rod bundles with 
different pitch-to-diameter ratios. All void fraction data showed a strong mass 
velocity effect and were significantly less than the values predicted by a homogeneous 
flow model, but were well correlated using the dimensionless gas velocity, j g . The 
two-phase friction multiplier data could be well correlated with the Martinelli pa
rameter for G > 200 kg/m2s. The correlations developed for void fraction and two-
phase friction multiplier were successfully tested in predicting the total pressure drop 
in boiling R-113 experiments. 

Introduction 
Although shell-and-tube heat exchangers have been used in 

process industries to boil fluids for decades in the past, the 
hydrodynamics for flows across the shell-side of a tube bundle 
have only recently been studied in detail. 

For in-line tube bundles, Schrage et al. (1988) and Dowlati 
et al. (1988) have presented results for two-phase air-water 
flow directly measured under known conditions of mass ve
locity and quality. They have both proposed void fraction and 
two-phase friction multiplier correlations for a bundle with 
pitch-to-diameter ratio (P/D) equal to 1.3. 

Dowlati et al. (1990) have investigated the effect of P /D 
ratio on void fraction and two-phase friction multiplier for 
square in-line tube bundles with P/D equal to 1.3 and 1.75. 
In that study, the bundle average void fraction was found to 
be little affected by the P/D ratio, however, the two-phase 
friction multiplier was found to be significantly greater in the 
larger P /D bundle. The difference was physically attributed 
to the development of the two-phase wake behind each tube. 

A recent review by Jensen (1988) revealed that there are no 
published data on void fraction and frictional pressure drop 
for staggered tube bundles under two-phase cross flow con
ditions. 

Reinke and Jensen (1987) investigated and compared the 
two-phase total pressure drop and boiling heat transfer coef
ficients between an in-line and staggered tube bundle, having 
the same P/D ratio of 1.3. Based on the comparison of the 
total pressure drop data obtained in the two bundles, they 
speculated that at low mass velocities, the void fraction in the 
staggered tube bundle would be significantly greater than in 
an in-line tube bundle. They attributed the higher void fraction 
in a staggered tube bundle to greater turbulence level, which 
results in a more homogeneous two-phase mixture flow. At 
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higher mass velocities (G > 300 kg/mzs), they speculated that 
the two-phase friction multiplier would be greater for the stag
gered tube bundle than for the in-line tube bundle, again due 
to increased turbulence. 

In the present work, void fraction and pressure drop char
acteristics have been experimentally investigated for vertical 
air-water two-phase flow across two horizontal staggered rod 
bundles with P /D = 1 . 3 and 1.75, respectively, at near at
mospheric pressures. The data are compared with previous 
results from square in-line rod bundles with the same P /D 
ratios (Dowlati et al., 1990) and new correlations for bundle 
average void fraction and two-phase friction multiplier are 
proposed. They are then tested by predicting the total pressure 
drop in boiling two-phase flow experiments. 

Experimental Apparatus and Procedure 
The same air-water test loop (Fig. 1) used in our previous 

work (Dowlati et al., 1988, 1990) was used with the two stag
gered rod bundles, which consisted of 20 rows of five rods, 
with rod length of 80 mm. In the first bundle, 19.05 mm O.D. 
rods were arranged in a 60 degree (equilateral triangle) layout 
with P/D = 1.3. For the second bundle, 12.7 mm O.D. rods 
were arranged in a similar layout, but with P/D = 1.75. The 
two in-line rod bundles reported in our previous work (Dowlati 
et al., 1990) also consisted of 20 rows of rods with the same 
dimensions as above, arranged in a square array with P/D = 
1.3 and 1.75, respectively. The circular rods used in all bundles 
were made of acrylic and had smooth surfaces. Half rods were 
used for the outside columns to minimize by-pass leakage. 
Thus, the minimum flow area, on which the mass velocity was 
based, was the same for both types of bundles with the same 
P/D ratio. 

Void fraction measurements using 7-densitometry and pres
sure drop measurements using differential pressure trans
ducers, were performed following the method outlined in 
Dowlati et al. (1990). 
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Fig. 1 Experimental flow loop 

For a given two-phase flow run with the specified water and 
air flow rates, gravitational pressure drop was calculated using 
the bundle average void fraction and subtracted from the meas
ured pressure drop to obtain the frictional two-phase pressure 
drop, AP20. The accelerational pressure drop was neglected 
in the present analysis. The two-phase friction multiplier was 
then computed based on the pressure drop for the liquid phase 
flowing alone, APf, with the same liquid flow rate as in the 
two-phase flow run. 

A P ^ 
" APf (1) 

The experiments were conducted at near atmospheric pres
sures (101-180 kPa) under the following conditions: 

P /D =1.3 P/D=1.75 

92 < G < 795 kg/m2s 56 < G < 538 kg/m2s 
0<*<0.15 0<x<0.13 

1770<Re,< 15,300 718<Re!<7000 

The liquid Reynolds number above is defined in terms of the 
rod diameter and maximum velocity, Kmax> between the ad
jacent tubes. The experimental procedure followed in this work 
has been previously described in Dowlati et al. (1990). The 
estimated uncertainties in the data presented are given in Table 
1. 

Experimental Results and Analysis 

Single-Phase Friction Factor. The pressure drop data for 
single-phase liquid runs were used to compute the bundle fric
tion factor as follows, 

Table 1 Estimated uncertainties in the data 
Parameter _ 

Re 
G 
a 
x 

XII 

Uncertainty 

± 4 % 
• ± 2 % 

± 2 % 
±0.05 
± 2 % 
± 6 % 

± 2 % 

± 3 % 

AP 
NflG(l-x)]2 

2pi 
(2) 

The computed friction factors for both staggered rod bun
dles are shown in Fig. 2, along with a replot of the in-line rod 
bundle data for comparison. A Blasius type correlation was 
fitted to the data for the higher Reynolds number region. The 
present friction factor data for the staggered rod bundle with 
P/D = 1.3 are slightly higher than the correlation of Zu-
kauskas (1972), however, they match the data from the in-line 
rod bundle for Re > 3000. The data for the P/D = 1.75 
staggered rod bundle are in closer agreement with the corre
lation of Zukauskas, however, they are slightly higher in com
parison to those of the in-line rod bundle of the same P/D. 
For greater accuracy, the measured single-phase pressure drop 
was directly used in the calculation of friction multipliers. 

Void Fraction. The void fraction profiles measured across 
both staggered rod bundles showed a relatively uniform profile 
at different elevations in every run. These relatively uniform 
void profiles were also observed for the in-line rod bundles as 
reported in Dowlati et al. (1990). Consequently, the void frac
tion profiles could be readily averaged over the entire bundle 
to obtain reliable bundle-average void fraction data, which are 
analyzed below. 

The bundle-average void fraction data are plotted against 
quality in Figs. 3(a) and 3(b) for both staggered rod bundles 
with P/D = 1.3 and 1.75, respectively. Comparison of the 
data reveals that the effect of P/D appears to be small for 
given values of mass velocity. This observation is consistent 
with that reported by Dowlati et al. (1990) for the in-line rod 
bundles with different P /D. 

In comparison to the data from the in-line P/D = 1.3 rod 
bundle (Dowlati et al. 1990), the data of Fig. 3(a) show that 
the effect of tube layout also appears to be small. Increases 
in void fraction values of up to 10 percent, are observed for 
the staggered rod bundle at intermediate qualities for all mass 

Nomenclature 

C = C factor, Eq. (7) 
C2 = coefficients, Eq. (5) m 
D = tube diameter, m 
/ = single-phase friction factor, N 

Eq. (2) 
G = mass velocity based on min- AP 

imum flow area, kg/m2s P 
g = gravitational constant, 9.806 Rei 

m/s2 

jg = Gx/pg, superficial gas veloc- K m a x 

ity, m/s 
jg = dimensionless gas velocity, x 

Eq. (4) a 

exponent in Blasius-type 
equation 
number of tube rows be
tween pressure taps 
pressure drop, kPa 
pitch, m 
\p\DVnm^Jn, liquid Reyn
olds number 
maximum liquid velocity be-

. tween adjacent tubes, m/s 
quality 
void fraction 

Xn 

dynamic viscosity, kg/m-s 
density, kg/m3 

two-phase friction multiplier 
Martinelli parameter, Eq. 
(3) 

Subscripts 

8 = 
1 = 

2c/> = 

Superscripts 

gas phase only 
liquid phase only 
two-phase flow 

F = friction 
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Fig. 2 Comparison of single-phase friction factor data 

velocities. Similar results are obtained when comparing the 
data from the in-line P/D = 1.75 rod bundle (Dowlati et al., 
1990) with those of Fig. 3(b). These results partially support 
Reinke and Jensen's (1987) speculation that void fraction in 
a staggered tube bundle would be higher than in an in-line tube 
bundle due to increased turbulence and mixing for low mass 
velocities. 

In order to obtain a clearer picture of the bundle geometry 
effect on void fraction, data for all four staggered and in-line 
rod bundles are replotted in Fig. 3(c) for low and high mass 
velocities. For both P/D ratios, the void fractions in the stag
gered rod bundles are greater than those in the in-line rod 
bundles, and this difference appears to be slightly larger for 
P/D = 1.75. 

The present data also show a strong mass velocity effect in 
each of the rod bundles tested. For a given quality, higher void 
fraction is generally obtained with increasing mass velocity 
(Figs. 3(a) and 3(b)) similar to the in-line rod bundle data. 

The measured void fractions for the staggered rod bundles 
are significantly lower than the values predicted by the ho
mogeneous flow model. Similar results were also obtained for 
the in-line rod bundles (Dowlati et al., 1990). The discrepancy 
is again attributed to the assumption of no slip between the 
phases in the homogeneous flow model, the validity of which 
depends on the degree of mixing achieved by the two phases. 
At low mass velocities, the effect of buoyancy is significant 
especially at low qualities, and there is a considerable difference 
in phase velocities. At high mass velocities and low values of 
quality the void fraction in the rod bundles tend to approach 
the values predicted by the homogeneous flow model. Here, 
the turbulence in the liquid phase helps in mixing the two phases 
and a more homogeneous mixture is obtained. 

The mass velocity effect is still evident when the bundle 
average void fractions are plotted against the Martinelli pa
rameter as shown in Fig. 4 for the staggered rod bundle with 
P/D = 1.3. Assuming turbulent regimes for both gas and 
liquid, the Martinelli parameter is given by, 
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bundle (P/D = 1.3) 
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2 

x« = Pi 
(3) 

The value of m is derived from the Blasius type friction factor 
correlation as shown in Fig. 2. The presence of the strong mass 
velocity effect in Fig. 4 is not surprising, since the Martinelli 
parameter is a function of quality and this effect was also 
evident in the void fraction-quality plot (Fig. 3). 

Because of the strong mass velocity effect, a Lockhart-Mar-
tinelli type correlation, used often for in-tube flows, is not 
applicable here. Similar results were also obtained for the in
line rod bundles (Dowlati et al., 1990) as well as for the stag
gered bundle with P/D = 1.75. 

To eliminate the mass velocity effect, Dowlati et al. (1988, 
1990) used the following dimensionless gas velocity given by 
Wallis (1969), to correlate fairly well the void fraction data 
obtained in in-line rod bundles with P/D = 1.26,1.3 and 1.75. 
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Fig. 5(b) Correlation of void fraction data with dimensionless gas 
velocity (all rod bundles) 

Jg: 
Pg Jg 

y/gD(pi-pg) 
(4) 

Here, the superficial gas velocity, y ,̂ is defined in terms of the 
minimum flow area, the rod diameter is used for D, and the 
gas density is evaluated at the average test section pressure. 

As shown in Fig. (5a), the void fraction data for both stag
gered rod bundles are also correlated quite well with the Wallis 
parameter above using the following correlation, 

(=1-
1 

V l + CJg+C2j/ 
(5) 

Equation (5) is similar in form to the correlation in terms of 
the Martineili parameter suggested by Chisholm and Laird 
(1958) for two-phase flow in circular tubes. The values of 

constants, C{ and C2, selected as shown in Fig. 5(a) gave the 
best overall fit for void fraction data from each bundle, with 
an average deviation of 9 percent. It is noted that for 0.05 
<jg < 0.7, the void fraction is about 10 percent greater in 
the staggered rod bundle with the higher P /D ratio. This in
crease in void fraction due to increase in pitch was not observed 
for the in-line bundle case (Dowlati et al., 1990), where no 
apparent P /D effect was revealed. 

The present void fraction data, for 0.05 < jg < 0.8, are 
observed to be about 10-15 percent greater when compared to 
the in-line rod bundle data reported by Dowlati et al. (1990), 
for the same P/D ratio. For easier comparison, the values of 
constants in Eq. (5) which best fit the void fraction data for 
each of the staggered and in-line rod bundles are shown in 
Fig.5(b). For in-line bundles, changing the C2 value from 1 
(for j * < 0.2) to 30 (for j * > 0.2) yielded the best fit corre
lations. Also summarized in Fig. 5(b) are the void fraction 
data for all four bundles. A value of C2 equal to 50 was obtained 
which best predicts the entire data set, resulting in an average 
deviation of about 12 percent. 

As pointed out in Dowlati et al. (1990), the success of the 
use of j e in eliminating the mass velocity effect may be ex
plained by the fact that it contains both the total mass velocity 
and quality. This is clear whenys is expressed in an alternate 
form, 

Js = 
Gx 

V 'pggD(px- pg) 
(6) 

Two-Phase Friction Multiplier. A model proposed by 
Lockhart and Martineili (1949) to calculate the two-phase fric
tion multiplier in horizontal tube flow and represented by a 
simple equation due to Chisholm and Laird (1958), 

a , c 1 

w=i+—+— 
Xtt Xtt 

(7) 

has also been applied by various investigators for shell-side 
two-phase flow (Ishihara et al., 1979; Schrage et al., 1988; 
Dowlati et al., 1990). Thus, the two-phase friction multiplier 
data were plotted against the Martineili parameter for each of 
the two staggered rod bundles as shown in Figs. 6(a) and 6(b), 
respectively. In calculating the Martineili parameter, a value 
of 0.2 was used for m in Eq. (3) for all bundles, since this 
resulted in slightly less scatter than when m was allowed to 
vary according to the measured Reynolds number dependence. 
The reasons for less scatter in the correlation using m = 0.2 
are not clear. Previous attempts at correlating data in terms 
of the Martineili parameter also used this approach (Ishihara 
et al., 1979; Schrage et al., 1988; Dowlati et al., 1990). 

For the staggered rod bundle with P/D = 1 . 3 (Fig. 6(a)), 
the data for G > 200 kg/m2s follow the same trend suggested 
by Eq. (7) and the best fit curve is given by C = 20. For G 
< 200 kg/m2s, a strong mass velocity effect is observed within 
a specific range of x». however, outside of this range, the data 
for G < 200 kg/m2s appear to rejoin the remainder of the 
data. The reason for this behavior is presently not clear. 

The data for the P /D = 1.3 in-line rod bundle, G > 260 
kg/m2s, were also reported to follow the same trend as Eq. 
(7), however, the best fit curve was given by C = 8 (Dowlati 
et al. 1990). For G < 260 kg/m2s, a strong mass velocity effect 
was also observed. Ishihara et al. (1979) also found that a C-
value of 8 best fit Eq. (7) to their data base, although large 
deviations were seen for xtt > 0.2. 

In Fig. 6(b), C = 20 also gave a fairly good correlation for 
G > 200 kg/m2s in the staggered bundle with P/D = 1.75. 
Again, for G < 200 kg/m2s, the data show a mass velocity 
effect within a specific range of xtt- In comparison, Dowlati 
et al. (1990) reported that C = 50 in Eq. (7) correlated in-line 
P/D = 1.75 rod bundle data fairly well for G > 200 kg/m2s. 
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In comparing Fig. 6(a) with the in-line rod bundle data with 
P/D = 1.3, it is clear that the two-phase friction multiplier, 
for a given value of x</, is found to be greater for the staggered 
rod bundle as speculated by Reinke and Jensen (1987). In order 
to obtain a clearer picture of the tube layout effect, the two-
phase friction pressure drops were calculated for both bundles 
using the two-phase friction multiplier given by Eq. (7) and 
the single-phase friction factor correlations shown in Fig. 2. 
The ratio of the friction pressure drops for the staggered to 
in-line rod bundles was then plotted, as shown in Fig. 1(a) 
against the Martinelli parameter for several values of Rei, 
which correspond approximately to G > 200 kg/m2s. A similar 
analysis was carried out previously by Dowlati et al. (1990) to 
determine the effect of P / D ratio on the friction pressure drop 
in in-line rod bundles. 

For sufficiently large Martinelli parameters (xu > 100), the 
bundle average void fraction is still small (a < 0.2), and the 
ratio of friction pressure drop for both bundles is seen to be 
nearly equal to unity (ie., friction pressure drop nearly equal). 
This is not surprising since at low void fractions, the flow 
behaves similar to a single-phase liquid flow, and as xa in
creases above 100, the ratio of the two-phase friction pressure 
drops for a specified Reynolds number will asymptotically 
approach the ratio of the single-phase friction factors, which 
is close to unity for 5000 < Re! < 2 x 104 as seen from Fig. 
2. 

As the Martinelli parameter decreases to values below about 
100 and the void fraction increases to above 0.2, the friction 
multiplier for the staggered rod bundle becomes larger and the 
ratio of pressure drops increases to values greater than unity. 
The ratio continues to increase until it reaches a peak at about 
Xtt = 1, where void fraction is about 0.8. For smaller xn and 
void fractions greater than about 0.8, assuming that Eq. (7) 
is still applicable, the plot indicates a decreasing ratio of friction 
pressure drops. 

At sufficiently low values of the Martinelli parameter (less 
than about 0.01), the friction pressure drop ratio is expected 
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Fig. 7(a) Ratio of two-phase friction pressure drops for staggered to 
in-line rod bundles (P/D = 1.3) 
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Fig. 7(b) Ratio of two-phase friction pressure drops for staggered to 
in-line rod bundles (P/D = 1.75) 

to again approach unity. At these small values of Xtt, void 
fraction would be significantly greater than 0.8 and the flow 
is expected to be in dispersed droplet/liquid film flow regime 
and to behave similar to single-phase gas flow. The drop in 
the friction pressure drop ratio to values near unity would 
again be consistent with the similar friction factors for both 
bundles in single-phase gas flow. Thus, as xtt further decreases, 
the ratio of the two-phase friction pressure drops should 
asymptotically approach that of the single-phase friction fac
tors. 

In our previous study, (Dowlati et al., 1990), the two-phase 
friction pressure drop for in-line bundles was found to be 
greater for the bundle with a larger P /D ratio over a void 
fraction range from 0.2 to 0.8. It was speculated that this 
increase in two-phase friction pressure drop arises due to the 
development of a two-phase wake behind the tube and that 
the larger pitch offers less obstruction for its development. 
The same physical mechanism is considered to be responsible 
for the increase in two-phase pressure drop for the staggered 
rod bundle, as the distance between the tubes in the same 
column is twice the pitch for the staggered rod bundle in com
parison with that for the in-line rod bundle. 

Following the same procedure as above, the two-phase fric
tion pressure drops were calculated for the staggered and in
line rod bundles with P/D = 1.75, and their ratio plotted in 
Fig. 1(b) against the Martinelli parameter for values of Re! 
corresponding to approximately G > 200 kg/m2s. The same 
argument used above to explain the behavior of the ratio at 
significantly high values of x», corresponding to low void frac
tion flow and approaching single-phase liquid flow, is also 
applicable here. The ratio of the two-phase friction pressure 
drops will asymptotically approach the ratio of the single-phase 
friction factors, which is greater than one for the P/D = 1.75 
data for 5000 < Re, < 1 x 104 as seen from Fig. 2. 

However, as xu decreases, the two-phase friction pressure 
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drop ratio also decreases. This decreasing trend is quite dif
ferent from that shown in Fig. 1(a) and is attributed to the 
two-phase friction multiplier which, for a given value of x«> 
was found to be lower for the staggered P/D = 1.75 rod bundle 
(C = 20 in Eq. (7)) compared to the in-line P/D = 1.75 rod 
bundle (C = 50 in Eq. (7)), for G > 200 kg/m2s. The reason 
for this apparent reversal in trend is presently not clear, and 
perhaps additional factors aside from the two-phase wake de
velopment may be playing a significant role in the two-phase 
frictional pressure drop. Further tests, at different P/D ratios 
would help in identifying these mechanisms. 

In comparing Figs. 6(a) and 6(b), the two-phase friction 
multiplier, for a given value of Xu and G > 200 kg/m2s, is 
found to be nearly the same for the staggered rod bundles. 
This is consistent with our speculation regarding the two-phase 
wake development described above. Further increase in lon
gitudinal pitch may not affect the two-phase friction multiplier 
in a staggered tube bundle if the two-phase wake downstream 
of a given rod is sufficiently developed in the present tests. 
Thus a plot of the ratio of two-phase friction pressure drops 
for the two staggered rod bundles, similar to that in Fig. 7(a) 
or 1(b) would only coincide with the ratio of their single-phase 
friction factors since their two-phase friction multipliers would 
be equivalent. 

It is interesting to note that C = 20 in Eq. (7) is also reported 
to best fit the friction multiplier data for two-phase flow with 
both phases turbulent in horizontal tubes (Chisholm, 1967) 
and in other irregular flow channel geometries such as narrow 
rectangular channels (Ali and Kawaji, 1991). 

Pressure Drop in Boiling Cross Flow. In order to test the 
applicability of the void fraction and friction multiplier cor
relations, Eqs. (5) and (7), respectively, to a boiling bundle, 
the total pressure drop data of Hsu (1987) and Reinke (1987) 
were analyzed. The prediction of Hsu's in-line, P /D = 1.3, 
tube bundle has been discussed in detail in Dowlati et al. (1990) 
and only Reinke's data are discussed here. Reinke used a stag
gered (60 degree layout), 5 X 27 tube bundle with 7.94 mm 
O.D. tubes and P/D = 1.3, to boil R-l 13 at pressures of 200-
500 kPa, with a mass velocity range of 100-700 kg/m2s. The 
static pressure profile in the bundle was obtained from several 
pressure drop measurements using inclined manometers con
nected to pressure taps located along the bundle height. To 
test the present correlations, the pressure drop between two 
elevations sufficiently far apart was computed from Reinke's 
data and compared with the predictions of the total pressure 
drop due to gravity, friction and acceleration. 

The gravitational pressure drop between the two elevations 
was calculated by evaluating the local void fraction from qual
ity using the void fraction correlation (Eq. (5)) and numerically 
integrating the results. Since Reinke did not measure the void 
fraction in his experiments, a direct comparison between the 
measured and predicted void fractions could not be made. 

The two-phase friction pressure drop was calculated using 
Eq. (1), where Reinke's single-phase friction factor correlation 
(the same as that of Zukauskas, 1972) was used to determine 
the single-phase friction pressure drop, and the two-phase fric
tion multiplier was computed using Eq. (7). The two-phase 
frictional pressure drop was then numerically integrated be
tween the two quality values at the given elevations. 

In applying Eq. (7) to predict the two-phase friction mul
tiplier for G > 200 kg/m2s, it was found that the value of C 
= 15 (instead of C = 20 as suggested in Fig. 6(a)) resulted in 
a better prediction of Reinke's data. The value of in in Eq. 
(3), used to calculate x»> was derived from the single-phase 
friction factor correlation as given by Reinke, which agreed 
with that of Zukauskas (1972). 

Due to the large variation in quality across the bundle, the 
accelerational pressure drop, APacc, was also taken into ac
count. This was obtained from the separated flow model (Col-
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Fig. 8 Prediction of overall pressure drop data obtained by Reinke 
(1987) in R-113 boiling experiments 

lier, 1981). More details of the calculation procedure are given 
in Dowlati et al. (1990). 

Figure 8 shows the ratio of the experimental overall pressure 
drop, as determined from Reinke's data, to the predicted pres
sure drop plotted against the average quality between the two 
elevations considered. Our correlations are successful in pre
dicting 90 percent of the data points considered, within ±20 
percent. Although the present correlations have been derived 
from experiments performed with air and water at near at
mospheric pressures, it is clear from Fig. 8 that they also work 
well for predicting the total pressure drop for R-113 at the 
elevated pressures, with a slight modification in the C-value 
of Eq. (7). 

Conclusions 
New void fraction and friction pressure drop data have been 

obtained for vertical two-phase flow of air-water across two 
staggered rod bundles with different P /D ratios. The data were 
compared with those for in-line rod bundles reported earlier 
in Dowlati et al. (1990) and the general data trends were found 
to be similar, and therefore, similar conclusions are first sum
marized followed by new findings. 

1) The bundle average void fractions were much smaller 
than the values predicted by a homogeneous flow model and 
showed a strong mass velocity effect. A void fraction corre
lation in terms of a dimensionless gas velocity was proposed. 

2) The two-phase friction multiplier data could be correlated 
well in terms of a Martinelli parameter, however, strong mass 
velocity effects were observed for G < 200 kg/m2s in both 
bundles. 

New findings include, 
3) For a given quality, higher void fraction (about 10-15 

percent) was obtained in each of the staggered rod bundles in 
comparison with those of the in-line rod bundles for the same 
P/D ratio. 

4) No P/D effect was observed on the two-phase friction 
multiplier for the staggered rod bundles. However, changing 
the in-line tube layout to a staggered layout for P/D = 1.3, 
lead to a higher two-phase pressure drop over a certain range 
of void fractions. The opposite effect was observed for P/D 
= 1.75. 

5) The void fraction and two-phase friction multiplier cor
relations presented here were reasonably successful in pre
dicting the total pressure drop across a staggered tube bundle 
with boiling R-113 at pressures up to 500 kPa. 
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Experimental Investigation of Uniform-Shear Flow Past 
a Circular Cylinder 

Tae Soon Kwon,1 Hyung Jin Sung,1 and Jae Min Hyun1 

Extensive laboratory experiments were carried out to investi
gate the uniform-shear flow approaching a circular cylinder. 
The aim was to present the Strouhal number (St)- Reynolds 
number (Re) diagrams over a broad range of the shear pa
rameter K (0 < K < 0.25) and at higher values of Re (600 
< Re < 1600). An image processing technique, in conjunction 
with flow visualization studies, was used to secure more quan
titative depictions of vortex shedding from the cylinder. The 
Strouhal number increases with increasing shear parameter. 
The drag coefficient decreases with increasing Re; also, Cd 

decreases as the shear parameter K increases. 

1 Introduction 
Flow past a circular cylinder constitutes a classical problem. 

The wake patterns, vortex shedding, boundary-layer separa
tion, and drag, to name a few, are the prominent issues. The 
preceding studies, mostly experimental observations or nu
merical simulations, have mainly dealt with the cases of a 
uniform, constant oncoming flow about a cylinder (Roshko, 
1954; Friehe, 1980; Williamson, 1989, etc.). However, there 
are a host of practical situations in which the oncoming flow 
is non-uniform. A canonical example of such a non-uniform 
oncoming stream about a body is uniform-shear flow, i.e., a 
flow with constant vorticity. The flow geometry is straight
forward, and this flow poses an idealized model for more 
complex flow configurations. The research group of Kiya et 
al. (1980) presented a series of physically insightful and far-
reaching publications on the subject of vortex shedding from 
a cylinder by uniform-shear flows. The Reynolds number range 
was extended to encompass 35 < Re < 1500, and the shear 
parameter was varied up to 0.25. However, due to the diffi
culties in actual experimental measurements, the major results 
were concentrated to low and moderate Reynolds numbers. 
The data on the Strouhal number (St) were restricted to the 
range 50 < Re < 1000. 

In the present work, it is intended to undertake an expanded 
experimental program using a water tunnel to investigate the 
uniform-shear flow past a cylinder. One purpose is to incor-
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porate a digital image processing technique (Nishno et al., 
1989; Massons et al., 1989; Kobayashi and Yoshitake, 1989 
etc.). This technique, interfaced with a computer, is capable 
of portraying and assessing the wake pattern and the Strouhal 
number in a specific and quantitative manner. The upper limit 
of the Reynolds number has been extended, i.e., 0 < Re < 
1600 and the shear parameter has been made to approach up 
to 0.25. These values are appreciably higher than those achieved 
by Kiya et al. (1980). 

Another aim of the present study is to acquire detailed meas
urement data of drag coeffecient Cd. It is recalled that Tamura 
et al. (1980) calculated Cd in a similar situation, however, the 
data were given only for two specific, low values of the Reyn
olds number, i.e., Re = 40 and 80. In the present study, the 
variations of drag coefficient with the Reynolds number are 
plotted for varying strength of the shear in the oncoming stream. 

2 Experimental Apparatus and Procedures 
A recirculating water tunnel was built. The size of the rec

tangular-shaped test section was: width (W) 26 cm, depth (H) 
30 cm, and the length in the stream direction (L) 3.7 m. The 
water in the test section had a free surface, open to the at
mosphere. However, no appreciable waves were seen on the 
free surface during the entire course of the experiments (Kiya 
et al., 1980). The overall design and operation of this water 
tunnel are similar to those depicted in Rohr et al. (1988). 

Twenty equally spaced channels were attached to the en
trance of the shear generator. The channel walls were made 
of 19 stainless steel plates, each of which is 0.7 mm in thickness. 
The flow inside each channel was controlled individually by 
using twenty separate valves. In order to enhance the lateral 
uniformity, a cylindrical rod of 5 mm in diameter and a screen 
of 3 mm mesh size were installed at the entrance of each 
channel. The flow inside each channel, 70 cm long in the stream 
direction, was isolated from the adjacent layers. 

The definition sketch of the circular cylinder and the ap
proaching uniform-shear flow are illustrated in Fig. 1. The 
diameter of the cylinder is D. The magnitude of the oncoming 
velocity at the center of the cylinder is Uc. The Reynolds num
ber is defined as Re = UcD/v. The velocity gradient of the 
shear flow is denoted by G. The shear parameter K is defined 
as K = GD/UC. In the present experiment, Uc was constant, 
and by varying the value of G, the value of K was adjusted. 

A total of six circular cylinders, of diameters (D) ranging 
from 2 cm to 5 cm, and of axial length 26 cm to fit the width 
(W) of the water tunnel, were prepared and precision-ma
chined. Consequently, the channel blockage ratio, D/H, ranged 
from 0.067 to 0.16. The aspect ratio of the cylinder was 5.2 
< W/D < 13. For over 84 percent of the data reported herein, 
the blockage ratio was less t h e n / ) / / / < 0.13. In order to assess 
the effect of the blockage ratio, comparisons were made be
tween the present data obtained for a uniform flow and the 
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measurements of Roshko (1954). The deviations of the present 
results from those of Roshko were less than 4.7 percent. For 
the cases of relatively high D/H, the empirical formula of 
Roshko (1954) was consulted to quantify the effect of the 
blockage effect. By this procedure, for the highest value used 
in the present study, D/H = 0.16, the effect is seen to be 
smaller than approximately 6.1 percent. The aspect ratios lie 
within the range for which the three-dimensionality assumption 
could be made with reasonable accuracy (see Kiya et al., 1980; 

u=Uc+Gy 

Uc 

Fig. 1 Definition sketch of a uniform shear flow approaching a circular 
cylinder 

Richter and Naudascher, 1976). The lateral variations of ve
locities were carefully monitored for several sample cases. These 
efforts established that the three-dimensionalities were very 
weak for the parameter range of the present study. 

The principal components of the image processing system 
are a CCD-TV camera, a digital image processor (512 X 480 
pixels, 256 gray levels), an image recorder, a 32-bit IBM/386 
computer and a laser slit beam system. The fluid motion behind 
the cylinder was visualized by distributing fine tracer particles. 
A slit beam generator, 1 mm in depth, was equipped with a 
35 mW He-Ne laser and a cylindrical lens. The tracer particles 
were made of polystyrene; the specific density was 1.04, and 
the average diameter of the tracer particles was less than 300 
/xm. 

The uncertainties associated with the experimental meas
urements were appraised following mostly the procedures sug
gested by Moffat (1988). Possible elemental error sources of 
the present experiments may stem from the lens distortion 
effect, discrepancies in time intervals between the image frames, 
traceabilities of the particles to the fluid motions, and mis-
trackings of the tracer particles. 

In order to perform more quantitative evaluations of the 
flow fields, the laser doppler velocimeter (TSI model 1990) 

a) 

b) 

c) f) 

Fig. 2 Exemplary pictures displaying the image enhanced flow field behind the cylinder. K = 0.05, Re = 900. Time instants are (a) t = To, (b) t 
= To + 1/5T, (c) t = To + 2/5T, (d) t = To + 3/5T, (e) t = To + M5T, (I) t = To + T, where To is the starting instant and T is the period. 

458 / Vol. 114, SEPTEMBER 1992 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.105. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



St 

St 

St 

St 

St 

0.25 -, 

0.20 -

0.15 • 

0.10 • 

(a) 

f 

— Roshko(l 954)(K=0.0) 
• Kiya et al.(1980) 
o Present Data 

_r====:£=^Fs—t>-===:g*™™©««--&-=— O 

K=0.0Q 

Re 

Re 

Re 

Re 

Re 

0 400 800 1200 1600 

Fig. 3 Strouhal number (St) versus Reynolds number (Re) for uniform 
and shear flows (Uncertainty in St = ± 6.7 percent, in Re = ±1.5 percent, 
and K = +1.5 percent) 

0.270 

0.245 

St 0.220 

0.170. 

Kiya et al.(1980) 
* « Re=600 
x x Re=1000 ^ 

*s— 
- - V 

_ - " - ' - • ' ffl 

y B c» 
— •*" » 4 fc ,' ' 

Present 
O Re=600 
ARe=910 

• 
_*-'' 

» /--
.*'? 
y 

Data 
, • Re= 
,ORe= 

ORe=1200, <8Re= 

.» 
? 

• * 

=760 
= 1070 
=1500 

0.0 0.1 0.2 0.3 

Fig. 4 Strouhal number (St) versus shear parameter (K) (Uncertainty in 
St = ±6.7 percent, in K = ±1.5 percent) 

was utilized extensively. In the present studies, the data points 
were within ±1.5 percent deviation from the mean shear pro
file. The turbulence intensity distributions were below u'/U 
< 0.015. 

A three-component force transducer, composed of 4-strain 
gages, was used to measure the drag force. The monotonical 
bias was compensated for in the analysis under typical oper
ating conditions. When the drag was measured, a thin plate 
of thickness less than 0.6 mm was inserted at both ends of the 
cylinder. The cylinder was attached to the force transducer by 
using a rod of diameter 2 mm. 

The drag coefficient Cd is defined by using the approach 
velocity at the center of cylinder, Uc: 

Cd = -

\pU2
cDLa 

where F is the drag force, La the actual spanwise width of the 
cylinder. 

3 Results and Discussion 
Figure 2 exemplifies the instantaneous velocity vector dis

tributions captured by image-processed flow visualizations. 
The frames in Fig. 2 are selected such that the flow behavior 
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Cd = ±4.3 percent, in Re = ±1.5 percent) 

over one period (T) of vortex shedding is clearly illustrated. 
The outcome of these extensive flow analyses indicates that, 
in weak shear flows, the wake flows are substantially periodic 
in time in much of the wake region behind the cylinder. 

The results for a uniform flow (K = 0) are displayed in Fig. 
3(a). These plots are for a standard benchmark test case, and 
the results here serve to validate the reliability and accuracy 
of the present experimental methodologies. Evidently, the pres
ent results are in good agreement with the well-documented 
data in the literature. The Strouhal number (St) increases rap
idly with Re at low Reynolds numbers (Re < 400). The rate 
of increase of St is reduced afterwards, and when Re >700, 
St reaches a plateau and the value of St is fairly constant around 
the well-known value St = 0.21 at large Reynolds numbers 
(700 < Re < 1400). 

In Fig. 3(£>)-(e), the St-Re diagrams are presented for uni
form-shear flows. The range 600 < Re < 1500 is the parameter 
space which was left unexplored in the preceding investigations 
by Kiya et al. Inspection of Fig. 3(£>)-(e) discloses a general 
trend that St increases with Re at low Reynolds numbers; 
however, the rate of increase of St falls off as Re increases, 
and when Re is large, say Re > 400-800, St takes a fairly 
constant value. It is significant to note that St, in general, 
increases as K increases, at a fixed Reynolds number. At a 
high shear parameter (for K = 0.19-0.25), the value of St is 
appreciably higher than that of a uniform flow. Re-plotting 
the results, Fig. 4 exhibits the variation of St with K. This 
clearly demonstrates that the frequency of vortex shedding 
increases as the strength of the vorticity embedded in the on
coming stream increases. 

Finally, the results of the drag measurements are presented 
in Fig. 5, which exhibits the time-averaged Cd versus Re. In 
Fig. 5, a total of six values of K, ranging from K = 0.0 to K 
= 0.25 with almost equal intervals, are shown by the data 
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points. The behavior of Cd in a shear flow at high Reynolds 
numbers has not been dealt with explicitly in the prior liter
ature. As stated earlier, the values of Cd were calculated nu
merically by Tamura et al. (1980) for two specific values of 
Re, i.e., Re = 40 and 80. The general trend is that Cddecreases 
with Re. However, the rate of decrease of Cd with Re becomes 
larger at high values of K. Re-plotting the data in the form of 
CfK is shown in Fig. 6. It is easily recognized that Cd decreases 
in a fairly monotonic fashion, as K increases. A physical ex
planation may be offered to delineate this qualitative behavior 
of Cd. If the circular cylinder'is placed in a uniform stream, 
the approaching flow is equally divided at the forward stag
nation point (x = -D/2, y = 0) into two parts. However, 
for a shear flow, the contribution of the upper (lower) part of 
the cylinder is to increase (decrease) the drag, as compared to 
the case of a uniform flow. On balance, however, the relative 
magnitude of the drag reduction stemming from the lower part 
of the cylinder outweighs the drag enhancement of the upper 
part of the cylinder. The overall effect, therefore, turns up as 
a drag reduction experienced by the cylinder, and this trend 
becomes more pronounced as the shear parameter increases. 
The experimental findings on the behavior of Cd, as portrayed 
in Figs. 5 and 7, are qualitatively consistent with this physical 
argument. 

4 Conclusions 

The Strouhal number St increases rapidly with the Reynolds 
number Re at small values of Re; however, when Re > 400-
700, St reaches a nearly-constant value in the neighborhood 
of St = 0.22. The Strouhal number, in general, increases as 
the shear parameter K increases. The scatter in data was ap
preciably smaller in the present experiments than for the case 
of the preceding experiments of Kiya et al. (1980). This may 
be attributed to the adoption of the nondisturbing image proc
essing method in the present experiments. The measurements 
data on drag coefficient Cd are also provided. The Cd curves 
tend to decrease as Re increases; and Cd decreases with in
creasing parameter K. 
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The Measurement of Solid-Liquid Gontact Angles 

Kenji Katoh,1 Hideomi Fujita,2 Hideharu Sasaki,3 and 
Koichi Miyashita4 

A new method is proposed for measuring solid-liquid contact 
angles. The well-k'nown phenomenon where the liquid menis
cus formed under a downward facing solid surface sponta
neously breaks at a certain height is utilized in the contact 
angle measurements. The relation between the contact angle 
and the critical height of the solid surf ace where the instability 
occurs was derived theoretically from the solid-liquid wetting 
behavior using a thermodynamic approach. From the theo
retical model the contact angles can be obtained by measuring 
the critical height of the solid. The validity of the analysis and 
the usefulness of the method were experimentally confirmed 
for various solid surfaces and test liquids. 

1 Introduction 
In an earlier communication (Katoh et al., 1990), we inves

tigated theoretically the macroscopic wetting behavior from a 
thermodynamic viewpoint and clarified the mechanism by 
which a liquid meniscus formed under a solid cone surface 
becomes unstable and falls spontaneously from the surface at 
a certain cone height. 

In this report, we propose a new method for measuring 
contact angles, which is a parameter describing solid-liquid 
wettability, based on the above unstable behavior of the me
niscus. The usefulness of the proposed method was confirmed 
experimentally and the validity of the previous analysis of 
Katoh et al. (1990) is discussed using the experimental results. 

2 Principle of the Present Method 

2.1 Wetting Behavior of a Meniscus Existing Under a Solid 
Cone Surface. In our earlier investigation, a model of an 
axisymmetric liquid meniscus formed under a downward facing 
cone of half vertical angled, as shown in Fig. 1, was developed 
and the wetting behavior of the meniscus was examined by 
calculating the system free energy. In the figure r0 is the me
niscus radius at the point of attachment of the meniscus to the 
solid surface and HB indicates the height of the cone vertex 
from the stationary liquid surface. Details concerning the sys
tem energy E comprise: (i) the energy change caused by the 
conversion of solid surface into solid-liquid interface ESV.SL, 
(ii) the energy of meniscus formation EM\ namely, the change 
of the liquid surface energy and the meniscus potential energy. 

In the above energies, EM can be obtained by using the 
meniscus profile. For the calculation of ESV_SL, we considered 
a hypothesis in the preceding report that the energy difference 
between the solid surface and the solid-liquid interface per unit 
area [i.e., {asv-"st) (osu'- solid surface tension; a s i: solid-
liquid interfacial tension] could be calculated by modified 
Young's equation as 

°~sv- OSL = OLV COS 6Y (1) 

where aLV is liquid surface tension and 8Y is the apparent 
contact angle observed macroscopically; 6Y = 6YR (receding 
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points. The behavior of Cd in a shear flow at high Reynolds 
numbers has not been dealt with explicitly in the prior liter
ature. As stated earlier, the values of Cd were calculated nu
merically by Tamura et al. (1980) for two specific values of 
Re, i.e., Re = 40 and 80. The general trend is that Cddecreases 
with Re. However, the rate of decrease of Cd with Re becomes 
larger at high values of K. Re-plotting the data in the form of 
CfK is shown in Fig. 6. It is easily recognized that Cd decreases 
in a fairly monotonic fashion, as K increases. A physical ex
planation may be offered to delineate this qualitative behavior 
of Cd. If the circular cylinder'is placed in a uniform stream, 
the approaching flow is equally divided at the forward stag
nation point (x = -D/2, y = 0) into two parts. However, 
for a shear flow, the contribution of the upper (lower) part of 
the cylinder is to increase (decrease) the drag, as compared to 
the case of a uniform flow. On balance, however, the relative 
magnitude of the drag reduction stemming from the lower part 
of the cylinder outweighs the drag enhancement of the upper 
part of the cylinder. The overall effect, therefore, turns up as 
a drag reduction experienced by the cylinder, and this trend 
becomes more pronounced as the shear parameter increases. 
The experimental findings on the behavior of Cd, as portrayed 
in Figs. 5 and 7, are qualitatively consistent with this physical 
argument. 

4 Conclusions 

The Strouhal number St increases rapidly with the Reynolds 
number Re at small values of Re; however, when Re > 400-
700, St reaches a nearly-constant value in the neighborhood 
of St = 0.22. The Strouhal number, in general, increases as 
the shear parameter K increases. The scatter in data was ap
preciably smaller in the present experiments than for the case 
of the preceding experiments of Kiya et al. (1980). This may 
be attributed to the adoption of the nondisturbing image proc
essing method in the present experiments. The measurements 
data on drag coefficient Cd are also provided. The Cd curves 
tend to decrease as Re increases; and Cd decreases with in
creasing parameter K. 
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The Measurement of Solid-Liquid Gontact Angles 

Kenji Katoh,1 Hideomi Fujita,2 Hideharu Sasaki,3 and 
Koichi Miyashita4 

A new method is proposed for measuring solid-liquid contact 
angles. The well-k'nown phenomenon where the liquid menis
cus formed under a downward facing solid surface sponta
neously breaks at a certain height is utilized in the contact 
angle measurements. The relation between the contact angle 
and the critical height of the solid surf ace where the instability 
occurs was derived theoretically from the solid-liquid wetting 
behavior using a thermodynamic approach. From the theo
retical model the contact angles can be obtained by measuring 
the critical height of the solid. The validity of the analysis and 
the usefulness of the method were experimentally confirmed 
for various solid surfaces and test liquids. 

1 Introduction 
In an earlier communication (Katoh et al., 1990), we inves

tigated theoretically the macroscopic wetting behavior from a 
thermodynamic viewpoint and clarified the mechanism by 
which a liquid meniscus formed under a solid cone surface 
becomes unstable and falls spontaneously from the surface at 
a certain cone height. 

In this report, we propose a new method for measuring 
contact angles, which is a parameter describing solid-liquid 
wettability, based on the above unstable behavior of the me
niscus. The usefulness of the proposed method was confirmed 
experimentally and the validity of the previous analysis of 
Katoh et al. (1990) is discussed using the experimental results. 

2 Principle of the Present Method 

2.1 Wetting Behavior of a Meniscus Existing Under a Solid 
Cone Surface. In our earlier investigation, a model of an 
axisymmetric liquid meniscus formed under a downward facing 
cone of half vertical angled, as shown in Fig. 1, was developed 
and the wetting behavior of the meniscus was examined by 
calculating the system free energy. In the figure r0 is the me
niscus radius at the point of attachment of the meniscus to the 
solid surface and HB indicates the height of the cone vertex 
from the stationary liquid surface. Details concerning the sys
tem energy E comprise: (i) the energy change caused by the 
conversion of solid surface into solid-liquid interface ESV.SL, 
(ii) the energy of meniscus formation EM\ namely, the change 
of the liquid surface energy and the meniscus potential energy. 

In the above energies, EM can be obtained by using the 
meniscus profile. For the calculation of ESV_SL, we considered 
a hypothesis in the preceding report that the energy difference 
between the solid surface and the solid-liquid interface per unit 
area [i.e., {asv-"st) (osu'- solid surface tension; a s i: solid-
liquid interfacial tension] could be calculated by modified 
Young's equation as 

°~sv- OSL = OLV COS 6Y (1) 

where aLV is liquid surface tension and 8Y is the apparent 
contact angle observed macroscopically; 6Y = 6YR (receding 
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Fig. 1 Axisymmetric meniscus under a downward cone surface 
Fig. 3 Axisymmetric meniscus on an upward cone surface 
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Fig. 2 Change of energy curve with HB (downward cone) 

contact angle) when the liquid recedes on the solid surface and 
#y = 9YA (advancing contact angle) when the liquid advances 
(Katoh et al., 1990). The application of the above modified 
Young's equation made the analysis of the macroscopic wetting 
behavior simple because the complicated effect of surface 
roughness or impurities on the wetting behavior can be in
corporated in the value of dY. The validity of this assumption 
will be confirmed in this study. 

Details of the above analytical method are included in the 
preceding report. 

Figure 2 shows the typical results of system energy calculated 
for apparent contact angle 6_y_ = 40°. The symbols with an 
overbar, namely, E, r0, and HB in Fig. 2, are nondimension-
alized values defined as 

where Ap is density difference between liquid and gas and g 
is gravitational acceleration. As shown in Fig. 2, when the cone 
height HB is small, the meniscus is stable at the radius r0 

corresponding to the minimum energy conditions. For larger 
HB values such as HB > 1.376, since the system energy does 
not have minimum and decreases monotonously in the direc-

r0 = r0/sJoLV/Apg, HB = HB/*JaLV/Apg (2) 

Fig. 4 Relation of apparent contact angle 0Y to HB„ 

tion of decreasing r0, the meniscus spontaneously shrinks and 
falls from the solid surface. In this case, the meniscus recedes 
on the surface and the occurrence of the instability relates to 
the receding contact angle 6YR. 

The wetting behavior of the meniscus formed on the upward 
facing cone as shown in Fig. 3 can be analysed in the same 
manner as above. Just as in Fig. 2, the meniscus becomes 
unstable for HB larger than a critical value. When the instability 
occurs, the radius of the meniscus decreases spontaneously and 
the liquid wets the solid surface completely^ Since the liquid 
advances on the solid surface, the critical HB of the upward 
cone corresponds to the advancing contact angle BYA. 

2.2 Proposed Method for Measuring Contact Angles. 
From the theoretical predictions for the axisymmetric meniscus 
on the cone surface, there is a functional relation between the 
apparent contact angle 8Y and the critical height of the solid 
cone HBcr at which the meniscus becomes unstable. The cal
culated results for the relation between 6Y and HBcr are shown 
in Fig. 4. As shown_in the figure, 6Y can be obtained from the 
measurements of HBcr. The method proposed above can fa
cilitate the measurement of contact angles because 6Y is ob
tained simply from direct measurement of the cone height. 

3 Experimental Methods and Results 

3.7 Experimental Methods. Figure 5 shows the outline 
of the experimental apparatus for measuring contact angles 
by the proposed method. The solid cone sample 4 manufac-
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Fig. 5 Outline of experimental apparatus 

Table 1 Properties ot test liqi 

Liquid 

Water 

Ethanol Solution 

Temp. (° C) 

12 ~ 19 

12 ~ 19 

Density (kg/m:1) 

998 ~ 1000 

965 ~ 975 

iids 

Surface Tension (N/m) 

0.0736 ~ 0.0743 

0.0368 ~ 0.0428 

tured by a lathe is attached to the micrometer 5 and is adjusted 
vertical to the stationary liquid surface. The height of the cone 
vertex from the bottom of the liquid vessel 1 when the meniscus 
becomes unstable is measured by the micrometer. Then HBcr 

is obtained by subtracting the liquid depth measured by the 
capacitance probe 7 from the above cone height. In order to 
confirm the validity of the method using HBcr, the contact 
angle was also measured from the meniscus profile photo
graphed by the camera 6. 

In the experiment, we used four kinds of solid samples (i.e., 
blass, duralmin, vinyl chloride, and teflon). Each surface of 
the above four kinds of solid samples except teflon was finished 
by two methods; namely, polishing and turning, in order to 
change surface characteristics and hence contact angle values. 
Therefore, seven kinds of solid samples with different surface 
characteristics were used. Teflon is too soft to produce a smooth 
finish by polishing and only the surface finished by turning 
was used. 

Using water and ethanol-water solution, the contact angles 
were measured for various combinations of liquid and solid 
samples. The properties of the test liquids are summarized in 
Table 1. 

Cone samples were washed sufficiently by water and neutral 
cleanser at every measurements in order_not to change the 
surface characteristics^_After drying up, HBcr was measured. 
The measurement of HBcr was repeated five or six times to 
confirm sufficient reproducibility. Then photographs of the 
meniscus were taken and__the contact angles were measured. 
The scatter of measured HBcr's was less than 5/1000 mm for 
each measurement and hence good reproducibility was con
firmed. 

3.2 Experimental Results and Discussion. Figure 6 pro
vides the plots of the receding and the advancing contact_angles 
8YR and 6YA measured by photograph versus measured HBcr's. 
The curve in the figure describes the theoretical results stated 
in Section 2, which indicates the theoretical contact angles 
calculated from HBcr's. As shown in the figure, both contact 
angles 9YR and 6YA measured _by photograph agree well with 
theoretical values obtained by HBcn regardless of solid surfaces 
and liquids. 

From the above experimental results, we can verify the va
lidity of the analysis based on the assumption of modified 
Young's equation and of the proposed method for measuring 
contact angles. The method proposed in this study has some 
advantages compared with other methods proposed in the past 
(Bayramli and Mason, 1981; Chappius, 1982; Cain e t a l , 1983; 

60 

30 

_L 

Theory 

\ 
Brass 

Duralumin 

Vinyl 
Chloride 

Teflon 

Water 

Pol ishirtfi 

o 
A 

D 

Turning 

—?—1 
A 

• 
• 

Ethanol 

Polishing 

O 
i \ 

i : 

— 

olut ion 

Turning 

e 
A 

a 

• 
0 
0.8 1.0 

Fig. 6(a) Receding contact angles 

1-2 _ 1-4 
HBcr 

30 

\ 
Brass 

l l i i rMwiin 

Vinyl 
Chloride 

TeHon 

Hater 

Polishing 

O 
A 

• 

Turning 

• 
A 

m 

• 

Kthano! Solution 

Polishing 

e 
A 
1! 

Turning 

e 
A 

y 

• 
_L _L X J L 

0-4 0.6 0.8 _ 1.0 
Hscr 

Fig. 6(b) Advancing contact angles 

1.2 

Fig. 6 Comparison of measured contact angles with theoretical ones 
(I: 95 percent confidence uncertainty of contact angles measured by 
photograph) 

and Huh and Reed, 1983), which are described as follows; (i) 
the advancing and receding contact angles can be obtained 
from relatively simple measurement, (ii) good reproducibility 
can be expected because the measurement applys clear phe
nomena of the meniscus fall down. 

4 Conclusion 

A new method for measuring contact angles based on the 
unstable behavior of meniscus on a solid cone surface was 
proposed and its validity and usefulness were confirmed by 
some experiments. The experimental results indicate also the 
validity of the hypothesis in the preceding report (Katoh et al. 
1990) that Young's equation can be applied to a macroscopic 
system by use of apparent contact angles instead of Young's 
contact angle. 
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A Note on a Generalized Eddy-Viscosity Hypothesis 

P. Andreasson1 and U. Svensson1 

The standard eddy-viscosity concept postulates that zero ve
locity gradient is accompanied by zero shear stress. This is not 
true for many boundary layer flows: wall jets, asymmetric 
channel flows, countercurrent flows, for example. The gen
eralized eddy-viscosity hypothesis presented in this paper, re
laxes this limitation by recognizing the influence of gradients 
in the turbulent length scale and the shear. With this new eddy-
viscosity concept, implemented into the standard k-e model, 
predictions of some boundary layer flows are made. The 
modelling results agree well with measurements, where pre
dictions with the standard eddy-viscosity concept are known 
to fail. 

1 Introduction 
Boussinesq, in 1877, introduced the eddy-viscosity concept 

by suggesting an analogy of Newton's law of friction for tur
bulent flows. Prandtl (1925, 1945), influenced by the kinetic 
theory of gases, developed the eddy-viscosity idea by proposing 
that the eddy viscosity, vT, is proportional to the product of 
a fluctuating velocity uT and a turbulent length scale /. For a 
shear flow with mean velocity gradients in only one direction, 
say y, we thus have: 

— ,dU dU 
- puv = pu-jl -z- = pvT~r-

dy dy 

where -uv denotes the kinematic shear stress and p density. 
The basic idea of Eq. (1) can briefly be described as follows: 
Mass is exchanged across a plane perpendicular to y, at a rate 
of puT (kg/s,m2). Due to continuity across the plane, half of 
the exchanged mass is with upper layers and half with layers 
below the plane. The mass is considered to be exchanged in 
fluid lumps, having a "mean-free-path" of traveling, /, with 
the momentum unchanged. Hence: 

— 1 
-puv = -uT PU+l-(pU)\-pU 

+ 2UT pU- PU-1~(PU) -puTl 
,dJJ 

dy 
(2) 
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is the momentum exchange across the plane at y. 
The eddy-viscosity concept has become extensively used. 

Most zero, one, and two-equation turbulence models apply vT 

for closure. However, the analogy to the kinetic theory of 
gases fails in many respects. The reason for this is not discussed 
here (see for example Reynolds, 1974 or Tennekes and Lumley, 
1972). However, the resulting modeling limitations are mainly 
two: 

1. Since the eddy-viscosity is defined as a scalar, the tur
bulent "momentum diffusivity" must be equal in all directions. 
Since isotropic diffusivity is unrealistic for complex flows, the 
vT concept may break down. 

2. Equation (1) is a gradient transport law, where zero 
velocity gradient is accompanied by zero shear stress. This is 
true for Couette and Poiseuille flow, but not for wall jets, 
asymmetric channel flows, countercurrent flows, for instance. 
As will be shown later, Eq. (1) is only valid for flows where 
turbulent shear stresses ( — uv) axe. in local equilibrium, which 
limits the applicability of the equation. 

The objective of the present paper is to derive and evaluate 
an eddy-viscosity hypothesis which relaxes limitation 2 above. 
The approach will be computational rather than physical, 
meaning that the recent evidence (see for example, Bernard 
and Handler, 1990) of pressure and viscous effects on the 
displacement of fluid lumps will not be considered. Instead 
the simplest possible generalization of Eq. (1) that relaxes 
limitation 2 and which can be used with a two-equation closure 
model is sought. 

2 Reexamining Prandtl's Concept 
In Eq. (2) it is assumed that / and dU/dy is the same for 

fluid elements coming from above as for those coming from 
below the plane where the shear stress is evaluated. The basic 
idea in the eddy-viscosity hypothesis presented in this paper is 
to relax this assumption by introducing gradients in / and dU/ 
dy. For a one-dimensionally sheared turbulent flow we can 
then, in analog with Eq. (2), write the shear stress as: 

_ 1 , -puv = - uTlu 
d 1 , 

+ 2 UTU 

d 
-ipU) 
dy 

(3) 

where "u" and "d" are indices for up and down, respectively. 
The length /„ may be expressed as the length / at y, plus the 
growth of / with y over /„. Or, provided that / » 1/(67/dy) I 

/ „ » / + / — a n d / < , « / - / — 
dy dy 

W Likewise, the velocity gradients may be approximated by 

dU\ dU d2U , dU 
— «—- + /—-rand —-
dyju dy dy2 \dy 

Hence, Eq. (3) now becomes: 

dU 

'by' 

,dzU 

dy2 

1 
uT 

l + l 
dU d2U' 

dy+l dy2 

+ 1-1 

dU 2 dl d2U 

dy dy dy* 

dJU 
dy~ dy2 

(4) 

The product uTl in Eq. (4), is "eddy diffusivity" for mo
mentum corresponding to vT in Eq. (1). By introducing TT as 
this eddy diffusivity, Eq. (4) may be expressed as 

_ dU dl d2U 

-uv=rT—+irT — —-T 
dy dy dy2 

(5) 
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A Note on a Generalized Eddy-Viscosity Hypothesis 

P. Andreasson1 and U. Svensson1 

The standard eddy-viscosity concept postulates that zero ve
locity gradient is accompanied by zero shear stress. This is not 
true for many boundary layer flows: wall jets, asymmetric 
channel flows, countercurrent flows, for example. The gen
eralized eddy-viscosity hypothesis presented in this paper, re
laxes this limitation by recognizing the influence of gradients 
in the turbulent length scale and the shear. With this new eddy-
viscosity concept, implemented into the standard k-e model, 
predictions of some boundary layer flows are made. The 
modelling results agree well with measurements, where pre
dictions with the standard eddy-viscosity concept are known 
to fail. 

1 Introduction 
Boussinesq, in 1877, introduced the eddy-viscosity concept 

by suggesting an analogy of Newton's law of friction for tur
bulent flows. Prandtl (1925, 1945), influenced by the kinetic 
theory of gases, developed the eddy-viscosity idea by proposing 
that the eddy viscosity, vT, is proportional to the product of 
a fluctuating velocity uT and a turbulent length scale /. For a 
shear flow with mean velocity gradients in only one direction, 
say y, we thus have: 

— ,dU dU 
- puv = pu-jl -z- = pvT~r-

dy dy 

where -uv denotes the kinematic shear stress and p density. 
The basic idea of Eq. (1) can briefly be described as follows: 
Mass is exchanged across a plane perpendicular to y, at a rate 
of puT (kg/s,m2). Due to continuity across the plane, half of 
the exchanged mass is with upper layers and half with layers 
below the plane. The mass is considered to be exchanged in 
fluid lumps, having a "mean-free-path" of traveling, /, with 
the momentum unchanged. Hence: 

— 1 
-puv = -uT PU+l-(pU)\-pU 

+ 2UT pU- PU-1~(PU) -puTl 
,dJJ 

dy 
(2) 

'Water Resources Engineering, Lulea University of Technology, Lulea, 
Sweden. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Di
vision October 31, 1991. Associate Technical Editor: J. A. C. Humphrey. 

is the momentum exchange across the plane at y. 
The eddy-viscosity concept has become extensively used. 

Most zero, one, and two-equation turbulence models apply vT 

for closure. However, the analogy to the kinetic theory of 
gases fails in many respects. The reason for this is not discussed 
here (see for example Reynolds, 1974 or Tennekes and Lumley, 
1972). However, the resulting modeling limitations are mainly 
two: 

1. Since the eddy-viscosity is defined as a scalar, the tur
bulent "momentum diffusivity" must be equal in all directions. 
Since isotropic diffusivity is unrealistic for complex flows, the 
vT concept may break down. 

2. Equation (1) is a gradient transport law, where zero 
velocity gradient is accompanied by zero shear stress. This is 
true for Couette and Poiseuille flow, but not for wall jets, 
asymmetric channel flows, countercurrent flows, for instance. 
As will be shown later, Eq. (1) is only valid for flows where 
turbulent shear stresses ( — uv) axe. in local equilibrium, which 
limits the applicability of the equation. 

The objective of the present paper is to derive and evaluate 
an eddy-viscosity hypothesis which relaxes limitation 2 above. 
The approach will be computational rather than physical, 
meaning that the recent evidence (see for example, Bernard 
and Handler, 1990) of pressure and viscous effects on the 
displacement of fluid lumps will not be considered. Instead 
the simplest possible generalization of Eq. (1) that relaxes 
limitation 2 and which can be used with a two-equation closure 
model is sought. 

2 Reexamining Prandtl's Concept 
In Eq. (2) it is assumed that / and dU/dy is the same for 

fluid elements coming from above as for those coming from 
below the plane where the shear stress is evaluated. The basic 
idea in the eddy-viscosity hypothesis presented in this paper is 
to relax this assumption by introducing gradients in / and dU/ 
dy. For a one-dimensionally sheared turbulent flow we can 
then, in analog with Eq. (2), write the shear stress as: 

_ 1 , -puv = - uTlu 
d 1 , 

+ 2 UTU 

d 
-ipU) 
dy 

(3) 

where "u" and "d" are indices for up and down, respectively. 
The length /„ may be expressed as the length / at y, plus the 
growth of / with y over /„. Or, provided that / » 1/(67/dy) I 

/ „ » / + / — a n d / < , « / - / — 
dy dy 

W Likewise, the velocity gradients may be approximated by 

dU\ dU d2U , dU 
— «—- + /—-rand —-
dyju dy dy2 \dy 

Hence, Eq. (3) now becomes: 

dU 

'by' 

,dzU 

dy2 

1 
uT 

l + l 
dU d2U' 

dy+l dy2 

+ 1-1 

dU 2 dl d2U 

dy dy dy* 

dJU 
dy~ dy2 

(4) 

The product uTl in Eq. (4), is "eddy diffusivity" for mo
mentum corresponding to vT in Eq. (1). By introducing TT as 
this eddy diffusivity, Eq. (4) may be expressed as 

_ dU dl d2U 

-uv=rT—+irT — —-T 
dy dy dy2 

(5) 
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which is the generalized eddy-viscosity hypothesis sought. 
If Eqs. (1) and (4) are compared, it is obvious that the 

difference (i.e., the additional term in Eq. 4) is due to the 
introduction of gradients in d(J/dy and /. One consideration 
behind expression (1) is that the same amount of momentum 
that is being transferred from upper layers is exchanged to 
lower layers. Evidently the net momentum gain is zero, with 
the standard eddy-viscosity expression (1). This is identical to 
a zero diffusive contribution (vertical net redistribution) to 
-Uv. This is not the case for expression (4), for which a net 
momentum gain (or loss) is possible. Evidently, the additional 
term uTl2(dl/dy) (d2U/dy2) is due to a diffusive contribution to 
— uv. Hence, the budget for ~uv needs no longer be in local 
equilibrium as was implicitly postulated by Eq. (1). This inter
pretation of the second term as a diffusive contribution will 
be discussed further, later in the paper. 

The idea to introduce gradients of length scale and shear, 
it should be pointed out, is not new: see for example, Tennekes 
and Lumley (1972) and Doshi and Gill (1970). The expression 
derived above, Eq. (5), is however, to the authors' knowledge, 
novel. 

3 A Comparison With the "Law of the Wall" 
Prandtl (1925), assumed that the turbulent length scale is 

proportional to the distance from the wall, / = ny, and that 
uT = l\dU/dy\. For a constant-stress layer outside the buffer 
layer, where -uv = U2

T, these assumptions combined with the 
eddy-viscosity expression (1), yields the well known logarithmic 
velocity profile 

U 1 In (y) + C (6) 

Analogous assumptions, except that / 
the differential equation 

U2- 2 2 
-•ay 

dU 

by + «V 

ay, give for Eq. (4) 

dUd2U 

dy dy2 

which satisfies 

U_ 

a V1 -
ln(y) + C (7) 

We see that Eqs. (6) and (7) are equal if a = 0.45 Qc = 0.4). 
Hence, the new expression does not contradict the (experi
mentally) well established log-law. 

4 Integration With the k-e Model 

If Eq. (5) is to be used with the standard k-e model, a 
relation between TT and the eddy-viscosity in the k-e model, 
vT, is needed. Also a relation between the length scale / in (5) 
and the integral length-scale, L, given by the k-e model is 
required. 

A relation between vT and r r can be obtained from the 
logarithmic velocity profile (6). Using / = ay, expression (5) 
becomes: 

^ „ UT -uv = T 
«y 

Tj<x2y 
W2" Ky 

a-a2) (8) 

The standard eddy-viscosity concept, — uv = vj{dU/dy), for 
the same profile, becomes 

_ UT -uv=vT — 
Ky 

(9) 

Apparently, if Eqs. (8) and (9) are compared, vT = Tj(l - a), 
or TT = vT/om where am = ( 1 - a 2 ) . Since a = 0.45, am = 
0.8. 

In the standard k-e model an integral length scale can be 
determined from the Prandtl-Kolmogorov length scale, L = 
CD (kV2/e). Near the wall in a boundary layer, L satisfies ny. 

Since / in Eq. (5) should satisfy ay for such regions, it is implied 
that / may be expressed as / = (a/*) L or / = («/K) CD (£3/2/ 
e) = C'D(k3/2/e). 

The standard (high Reynolds number) k-e model (Rodi, 1980) 
reads 

Dk _dU d vTdk 
-— =-uv- e + — \ — — 
Dt dy dy \ak dy 

for turbulent kinetic energy k, and 

De e _ dU 
Dt k dy 

- -a k dy \at dy 
vT de 

(10) 

(11) 

for dissipation rate e, (o> = 1.0, ae = 1.3, C£l = 1.92, Ce2 

- 1.44). These two transport equations are retained in their 
standard form. Also the standard eddy-viscosity expression is 
retained 

k2 

" r = C „ - (12) 

where C^ = 0.09. It is thus the standard form of the k-e model 
which is to be used with the generalized eddy-viscosity concept. 
With VT = vT/am the final expression reads: 

where 

_ vT dU vT , dl d2U 
-UV = + / — —-y 

om dy am dy dy 

l=C'D^-
e 

(13) 

and C'D = (a/ic)CD. With CD = 0.164, a = 0.45, and K 
0.4 the coefficient C'D becomes 0.185. 

5 Numerical Calculations 
A first evaluation of the eddy-viscosity hypothesis proposed 

will be carried out for the following wall-bounded shear flows: 
Poiseuille and Couette flows, the asymmetric channel flow and 
the wall jet. The first two of these are flows for which the 
standard k-e model works fairly well and the main purpose of 
applying the new expression is to ensure that this agreement 
is not upset. The last two flows are classical examples on flows 
where the standard eddy-viscosity concept fails, as the shear 
stress and the velocity gradient do not change sign at the same 
position. 

The new hypothesis was found to give almost identical pre
dictions as the standard k-e model, for the fully developed 
Poiseuille and Couette flows. This is encouraging as the stand
ard k-e model is in good agreement with, for example, the 
measurements by El Telbany and Reynolds (1980). 

The asymmetric channel flow has previously been analyzed 
by Hanjali'c and Launder (1972), who used a Reynolds-stress 
closure to capture the difference in position between the change 
of sign of uv and dU/dy. Present predictions are summarized 
in Table 1, where also results from the standard eddy-viscosity 
expression and measurements are found. As expected, the 
standard eddy-viscosity expression does not capture the non-
coincidence of the positions mentioned. However, with the 
new expression predictions are in perfect agreement with the 
measurements. 

The turbulent wall jet is the final flow to be discussed. The 
measurements by Tailland and Mathieu (1967) are in Table 2 
compared to present predictions. The predicted positions of 
zero shear-stress and zero velocity gradient, agree fairly well 
with measured positions. From the review by Launder and 
Rodi (1981) it is clear that measurements from different sources 
do deviate quite significantly, which means that the present 
predictions may be within the experimental uncertainty. 
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Table 1 Comparison of positions of maximum velocity and 
zero shear stress for the asymmetric channel flow (Reynolds 
number = 56 000). The positions are given as the nondimen-
sional distance from the rough wall. 

Maximum Zero shear 
velocity stress 

Measured (from Hanjali'c 
and Launder, 1972) 

Calculated, new expression 

Calculated, standard expression, 

0.76-0.77 

0.769 

0.809 

0.82-0.83 

0.825 

Table 2 Comparison of positions of maximum velocity and 
zero shear stress for the wall jet (Reynolds number = 18 000). 
The positions are given as the distance from the wall normalized 
with yl/2, the distance from the wall to where U = 0.5 £/max 

and dU/dy is negative. 
Maximum Zero shear 
velocity stress 

Measured (from Tailland 
and Mathieu, 1967) 

Calculated, new expression 

Calculated, standard expression 

0.14-0.15 

0.160 

0.058 

0.07-0.08 

0.042 

The calculations presented, using the new eddy-viscosity hy
pothesis, should not be regarded as verification cases but do 
nevertheless indicate that the noncoincidence of zero shear 
stress and zero shear can be captured. It has also been dem
onstrated that the new expression can be used with the standard 
k-e model, which is of interest from a practical point of view. 
Predictions presented were tested for grid-independence and 
can thus be considered as the true implication of the governing 
equations. 

6 Discussion 
The numerical calculations presented indicate that the gen

eralized eddy-viscosity hypothesis can predict the noncoinci
dence of the zero shear stress and the maximum velocity in 
the asymmetric channel flow and the wall jet. This is the desired 
result and the suggested eddy-viscosity hypothesis thus deserves 
to be further tested and analyzed. 

Support for the new hypothesis can be found from a high 
Reynolds number second-moment closure. Following, for ex
ample, Launder et al. (1975) the transport equation for uv 
may be written: 

Duv 
~Dt~ 

: *uv ' ™u« "" ^uv (14) 

where the terms on the right-hand side represent production, 
pressure-strain (destruction), and diffusion of uv. For sta
tionary, one-dimensionally sheared flow, and with the model 
by Launder et al. (1975) applied (model 2), Eq. (14) becomes 

0 = - *r -T--C, - uv + yv2 ~ + Drv 
dy k ay 

or rearranged 

-UV = ~ V2 DT77. 

C, e dy C, e "" 
(15) 

Now, let's consider the Algebraic Stress/Flux Model intro
duced by Rodi (1976), to determine v2/k. It has been used with 
success to determine the individual normal stress components 
of A:. 

UjUj 

= k 

(1-7) 
2 „ 

b,j- + ( 1 - C } ) < - 3 V 

„ P+G 
C,+ 1 

which for the log-layer (local equilibrium, P 
buoyancy effects,, Gy = G = 0) yields 

~±J_ (x d-7)> 
k 3 

e, and no 

(16) 

Equations (15) and (16) combined give (note that k^/e = 

_ 2 ( 1 - 7 ) (, ( l - 7 ) \ 1 dU 1 k 

A comparison between Eqs. (13) and (17) indicates two things 
1. The Prandtl number for momentum apparently is 

3C,C„ f . ( 1 - 7 ) 1 " ' 
2(1-7) 

1-
C, 

which with the model constants given by Gibson and Launder 
(1978) [C, = 1.8, 7 = 0.6], and C„ = 0.09 yield a,„ = 0.8. 
This is the same turbulent Prandtl number as was prescribed 
earlier from considerations of the log-law. 

2. The second term on the right-hand side of Eq. (17), ap
parently corresponds to the additional term (vT/a,„) {dl/dy) 
(d2U/dy2) in Eq. (13). Hence, this supports that the additional 
term is due to diffusive contribution to -uv. Dm in Eq. (17) 
is the net diffusive contribution to —uv per unit time, and 
k/c is a turbulent time scale. 

Even if Eqs. (13) and (17) have a similar structure one should 
note that the derivations are not related. The derivation by 
Hinze (1970) is however rather close to the present work. He 
expressed the shear stress as the sum of two terms, proportional 
to the first and second derivative of the mean velocity, re
spectively. The result of his derivation reads: 

- U2U\ = U 
,2m 
2 ^—+ 

dx2 

r i du'iu. 
[_ V2T dx2 

\?+. 
d2Ui 

dx\ 
(18) 

in the notation from the original paper. Hinze states that the 
first term on the right-hand side of Eq. (18) "expresses the 
contribution of small scale turbulence, the second term the 
contribution of larger scale turbulence or of the transport of 
momentum over distances where the mean velocity gradient 
can no longer be considered as being constant." Hinze also 
noted that the eddy-viscosity, u'\t in (18), should be "slightly 
larger" than the corresponding viscosity in the standard eddy-
viscosity hypothesis. This is in agreement with the introduction 
of <j,„ = 0.8 in the present analysis. 

7 Concluding Remarks 

The objective of the paper is to derive, discuss and evaluate 
a generalized eddy-viscosity hypothesis. The theoretical as
pects, i.e., relations to the log-law, the k-e model, and the 
Reynolds stress closures, have been emphasized in this paper. 
It remains to evaluate the concept for scalar transport and 
carry out detailed verification studies before the applicability 
of the hypothesis can be established. 

The main results can be summarized as: 
8 A generalized eddy-viscosity hypothesis can be derived 

by considering the gradients in the turbulent length scale and 
the shear. 

9 The resulting expression is found to be in agreement with 
the logarithmic law. 

8 The hypothesis is found to predict the noncoincidence 
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of the zero shear stress and maximum velocity in the asym
metric channel flow and the turbulent wall jet. 

• Support for the new hypothesis can be found from a 
comparison with Reynolds stress closures and the theoretical 
investigation by Hinze (1970). 
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